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Abstract. It usually affects the accuracy and reliability of deep learning based intelligent 
diagnosis methods under the condition of insufficient samples. Existing methods for handling 
insufficient samples often have problems such as requiring rich expert experience or consuming a 
lot of time. To solve the above problems, a rolling bearing fault diagnosis method under 
insufficient samples condition based on multi-scale long-term and short-term memory network 
(MSLSTM) transfer learning is proposed, which mainly consists of an improved long-term and 
short-term memory network named as MSLSTM and transfer learning. By introducing multi-scale 
convolution operation into the traditional LSTM to improve its drawback that only extracts single 
type of fault feature information, which leads to poor diagnostic performance in noisy 
environments. Besides, the pooling layer and global average pooling layer in traditional LSTM 
are replaced with convolution operation to avoid the problem of information loss. Subsequently, 
the MSLSTM is combined with transfer learning, and a rolling bearing fault diagnosis method 
under insufficient samples condition based on MSLSTM transfer learning is proposed, which fine 
tunes the model parameters using a small amount of target domain data. Feasibility of the proposed 
method is verified through two kinds of experiments. The proposed method has stronger feature 
extraction ability and training efficiency compared with other models. 
Keywords: multi-scale, convolution operation, long-term and short-term memory networks, 
global average pooling, insufficient data. 

1. Introduction 

Rolling bearing is an important part of rotating machinery, and monitoring its running state 
and timely fault diagnosis of it are very important to avoid heavy loss. Unfortunately, its 
components are prone to failure and difficult to be detected at early stage. Once fault occurs in 
rolling bearing, the rotating machinery may lose all or part of its functions and fail completely. 
Therefore, it is very important to monitor and diagnose the rolling bearing regularly so that the 
potential problems could be solved timely to ensure the normal operation of mechanical equipment 
[1].  

Deep learning has achieved remarkable success in the field of fault diagnosis of rotating 
machinery, and its data-driven ability makes it a powerful tool [2-3]. However, it is difficult to 
obtain enough data sets due to the condition constraints in practical application and cost factors 
[Add 4-6], which has become a major challenge for the development of intelligent diagnosis 
methods. Currently, the mainstream methods for addressing the problem of sample shortages 
could be classified into the following three categories roughly: the first type is data enhancement, 
which increases the number of training samples by synthesizing data sets, and GANS [7] and data 
interpolation method [8] are the typical representations. A data enhancement framework is 
proposed to solve the problem of data imbalance, in which a model called GAP is designed, and 
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a new discriminator is constructed by spectrum normalization. Subsequently, the training process 
is stabilized by using double time-scale updating rules [9]. The self-attention mechanism is 
introduced to improve the quality of synthetic data [10]. A one-dimensional vibration signal 
enhancement method is proposed by combining self-attention mechanism with BPNN [11]. The 
data resampling method is used to restructure the dataset into a balanced dataset to improve sample 
utilization [12]. A variational autoencoder is added into the convolutional neural network 
framework to realize data enhancement [13]. A generative adversarial one-off diagnosis method 
is introduced, which utilizes health signals to train a bidirectional generative adversarial network. 
Subsequently, a random forest model facilitates fault diagnosis in industrial robots [14]. An 
adaptive variational self-encoding generative adversarial network is devised, which integrates an 
adaptive loss mechanism for fault data augmentation to promote interaction between model loss 
and function gradients within the network [15]. A state-of-the-art review is delivered and the 
recent advances of GANs and continuous-variant GANs, including architectures, pros and cons of 
GANs in terms of theoretical perspective and prognostic and health management (PHM) are 
presented [16]. 

The second type for solving sample shortages is transfer learning [17], whose core idea is to 
use the pre-trained model and adapt to the current problems through fine-tuning. In this way, the 
training and optimization of the diagnosis model can be realized more quickly. A feature 
discrimination enhancement method based on multi-scale entropy is proposed, and a transfer 
learning model based on balanced regularization is designed [18]. The sparsity of the generated 
countermeasure network is improved, and the trained discriminator is applied on the target domain 
by using parameter transfer learning [19]. A one-dimensional dual residual squeezing excitation 
transfer learning network is proposed for unsupervised intelligent diagnosis using unlabeled small 
samples under cross conditions [20]. The one-dimensional convolutional neural network, a portal 
circulation network and a neural network of attention mechanism are combined, and one novel 
transfer learning method based on the hybrid model is constructed [21]. A transfer learning model 
with convolutional encoders being used as feature extractors is constructed successfully [22]. A 
fine-grained transfer learning method is developed to solve the imbalanced domain data, which 
achieves the cross-domain fault diagnosis of bearing and gearbox based on CNN and correlation 
alignment [23]. A feature correlation matching deep transfer learning method is developed to 
resolve domain discrepancy and identify bearing defects [24]. Considering the data difference and 
distribution imbalance in source domain, a deep multi-source transfer learning model is developed 
for classification of four fault types of bearings [25].  

The third type for solving sample shortages is active learning [26], which selects the most 
representative and critical samples by manual intervention to improve the effect of model training. 
A convolution-based gated cyclic network is proposed based on the framework of active learning, 
in which the convolutional neural network is combined with gated cyclic network, and tanh 
function is used as activation function [27]. A fault diagnosis method based on CNN-BiGRU twin 
network is introduced by calculating the L1 distance among the pairs of bearing data samples to 
measure similarity [28]. A rolling bearing fault diagnosis method based on regularization kernel 
maximum boundary projection weft reduction is proposed [29]. A modified active learning 
intelligent fault diagnosis method is proposed for rolling bearings with unbalanced samples, which 
could adeptly employ a limited number of labeled samples to intelligently label the unlabeled 
samples [30]. The uncertainty-based active learning is used for aiding experts through intelligent 
fault diagnosis, which search for potential samples of a new type of fault [31]. A data-driven 
framework is established for integrated design of active fault diagnosis and control while ensuring 
the tracking performance [32]. 

However, the above-mentioned methods need spending a lot of time and experience to select 
the appropriate network structure and super-parameters. Besides, the selected network model is 
usually only suitable for specific data sets and lacks of universality. Correspondingly, a rolling 
bearing fault diagnosis method under insufficient samples condition based on MSLSTM transfer 
learning is proposed, in which a multi-scale long-term and short-term memory network model 
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(MSLSTM) is constructed, and convolution operation is used instead of pooling layer to increase 
the ability of feature extraction. Then model transfer learning is used to transfer the model to the 
target domain, and the sub-model parameters are fine-tuned by using the target domain data.  

The main contributions of the paper are as follows:  
(1) The multi-scale convolution operation is introduced into traditional LSTM to overcome its 

drawback that only extracts single type of fault feature information, which usually leads to poor 
diagnostic performance in noisy environments.  

(2) The pooling layer and global average pooling layer in traditional LSTM are replaced with 
convolution operation to avoid information loss problem.  

(3) The proposed MSLSTM is combined with transfer learning, and a rolling bearing fault 
diagnosis method under insufficient samples condition based on MSLSTM transfer learning is 
proposed, whose effectiveness and advantage are verified through experiments and comparison.  

The rest of the paper are organized as follows: Section 2 introduces the related basic theories 
used in the paper and the proposed method. Experiment verification and analysis results are 
presented in Section 3, and conclusion are obtained in Section 4 at last. 

2. Theoretical basis 

2.1. Multiscale convolution 

A single-scale convolution kernel is used by traditional CNN to extract features, so it can only 
extract a single type of fault feature information, which leads to poor diagnosis effect in noisy 
environment [33]. Therefore, a multi-scale convolution module is constructed to extract features 
from different receptive fields and make full use of the excellent feature extraction ability of the 
convolution kernel in CNN. The multi-scale convolution module is mainly composed of three 
parts, naming MSC1, MSC2 and MSC3. The convolution kernels with different sizes are used in 
the three MSC modules. The convolution kernels are 1×3, 1×5 and 1×7, respectively. 

2.2. LSTM 

LSTM is a variant of recurrent neural network (RNN), which is used to process sequence data 
and has the ability of strong memory and long-term dependence modeling. Compared with the 
traditional RNN, LSTM introduces memory cells, input gates, forgetting gates and output gates to 
solve the problems of gradient disappearance and gradient explosion effectively. This makes 
LSTM perform well in natural language processing, speech recognition and time series prediction. 
Therefore, it has become one of the most important models in deep learning [34]. Its structure is 
shown in Fig. 1. 

 
Fig. 1. LSTM structure diagram 
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Firstly, the calculation formula of input gate is defined as following: 𝑖௧ = 𝜎ሺ𝑊௫௜ ⋅ 𝑋௧ + 𝑊௛௜ ⋅ ℎ௧ିଵ + 𝑊௖௜ ⋅ 𝑐௧ିଵ + 𝑏௜ሻ, (1)

where 𝑋௧ is the input at the current moment, ℎ௧ିଵ is the hidden state at the previous moment, 𝑐௧ିଵ 
is the neuron state at the previous moment, 𝑊௫௜, 𝑊௛௜ and 𝑊௖௜ represent the weight matrixes, 𝑏௜ is 
the bias vector and 𝜎 is the sigmoid function. 

The definition of Forgetting Gate is as following: 𝑓௧ = 𝜎൫𝑊௫௙ ⋅ 𝑋௧ + 𝑊௛௙ ⋅ ℎ௧ିଵ + 𝑊௖௙ ⋅ 𝑐௧ିଵ + 𝑏௙൯, (2)

where 𝑊௫௙, 𝑊௛௙and 𝑊௖௙ represent the weight matrixes. 
The definition of neuron state: 𝑐௧ = 𝑓௧⨀𝑐௧ିଵ + 𝑖௧⨀tanhሺ𝑊௫௖ ⋅ 𝑋௧ + 𝑊௛௖ ⋅ ℎ௧ሻ, (3)

in which ⨀ represents the element-by-element multiplication, andtanhrepresents the hyperbolic 
tangent function 

The definition of Out-gate: 𝑜௧ = 𝜎ሺ𝑊௫௢ ⋅ 𝑋௧ + 𝑊௛௢ ⋅ ℎ௧ିଵ + 𝑊௖௢ ⋅ 𝑐௧ିଵ + 𝑏௢ሻ, (4)

where 𝑊௫௢, 𝑊௛௢ and 𝑊௖௢ denote weight matrices. 
Finally, the hidden layer is defined: ℎ௧ = 𝑜௧⨀tanhሺ𝑐௧ሻ. (5)

2.3. Convolution operation instead of pooling layer 

Pooling layer is used widely in deep learning model. It can reduce the size of feature map and 
extract the most important features. The advantage of this method is that it can reduce the number 
of parameters, prevent over-fitting, and extract the translation invariant features of analyzed data. 

Common pooling operations are maximum pooling and average pooling. Maximum pooling 
is to select the largest eigenvalue in each sliding window as the output, while average pooling is 
to calculate the average value of eigenvalues in each sliding window as the output. Fig. 2(a) and 
Fig. 2(b) are the schematic diagram of maximum pooling and average pooling. 

Traditional pooling function reduces the size and dimension of feature map by aggregating or 
compressing the feature values in local areas. However, some detailed information will be lost in 
this process no matter the maximum pooling or the average pooling. In order to overcome this 
disadvantage, this paper replaces the pooling layer with convolution layer operation, which not 
only can achieve similar dimensionality reduction effect as the pooling layer, but also learn more 
abundant and complex feature information, capture the detailed information in the sequence better 
than the pooling layer. Fig. 2(c) is a schematic diagram of convolution operation instead of pool 
layer. The specific formula of convolution instead of pooling is as follows: 𝑀 = 𝑁 − 𝐾𝑆 + 1 , (6)

where 𝑀 is the length of the output sequence, 𝑁 is the length of the input sequence, 𝐾 is the 
convolution kernel size, and 𝑆 is the step size. It can be seen that the output length will be reduced 
after convolution operation. 
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b) Average pooling 
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c) Schematic diagram of convolution operation to replace pool layer 

Fig. 2. Commonly used pooling and the proposed scheme 

2.4. MSLSTM and transferring learning 

Taking full account of spatial features while extracting multi-scale time series features, the 
Multi-scale convolution layer is combined with LSTM, and MSLSTM is proposed. In addition, 
the convolution operation is used instead of pooling layer, which not only reduces the dimension, 
but also avoids the loss of information. Because convolution operation instead of pooling layer 
will increase the calculation of the network, the traditional pooling layer is replaced with the global 
average pooling layer after multi-scale long-term and short-term memory network feature fusion. 
Compared with the fully connected layer, the global average pooling layer retains feature 
information. Finally, the fault of rotating machinery equipment is identified by softmax classifier. 
The structure of MSLSTM diagnosis model is shown in Fig. 3. 

Input

1×3Conv 1×5Conv 1×7Conv

BN/ReLU BN/ReLU BN/ReLU

1×1Conv 1×1Conv 1×1Conv

LSTM LSTM LSTM

Concatenate

GAP

Softmax

Output

1×1 convolution with 
step size of 2 replaces 

pool layer

 
Fig. 3. Structure diagram of MSLSTM 
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The data in transfer learning is divided into source domain data 𝑋௧ = (𝑥௜௧ ,𝑦௜௧) and target 
domain data 𝑋௥ = (𝑥௜௥). The source domain data is the data in the knowledge base, that is, the 
field with data labeling. The target domain is the domain to be learned, which is unlabeled. 
Transfer learning refers to the transfer of knowledge that has been learned through source domain 
data to the target domain, and the schematic diagram of transfer learning is shown in Fig. 4. 

The specific implementation steps of the transfer learning model based on multi-scale 
long-term and short-term memory network are as follows: 

(1) Divide the collected vibration signals into source domain and target domain. 
(2) Establish a multi-scale long-term and short-term memory network model and initialize the 

model parameters. 
(3) Train the model through the source domain data, and store the pre-trained model 

parameters. 
(4) Use a small amount of target data to fine-tune the model parameters, and use the remaining 

data for diagnosis. 

Source domain Learning tasks

Transfer learning

Target domain Knowledge Target task  
Fig. 4. Transfer learning structure diagram 

3. Experiment verification 

In order to verify the fault diagnosis performance of the proposed method under the condition 
of insufficient sample data, the rolling bearing (CWRU) data set of Western Reserve University 
and QPZZ-II rolling bearing data set are used. Firstly, the diagnostic performance under the 
varying condition is verified by CWTU data set, and then the domain adaptability is verified by 
CWRU data set and QPZZ-II data set. 

3.1. Data description 

3.1.1. CWRU data set 

The main components of the rolling bearing test-bed are motor, sensor and dynamometer. 
SKF6205 bearing is selected as the experimental bearing, and the sampling frequency is 
12000 Hz. The length of each sample is set as 1024 data points in order to ensure the reliability of 
the data set. The three load conditions are 1 HP, 2 HP and 3 HP respectively. Normal (NC) state 
and three single-point faults, namely inner ring fault (IF), outer ring fault (OFS) and rolling body 
fault (BFS) are introduced. There are three fault types with different fault size, and the fault 
diameters are 0.1778 mm, 0.3556 mm and 0.5334 mm respectively. There are 10 kinds of status 
labels (1 health label and 9 fault labels). 

3.1.2. QPZZ-II bearing data set 

The QPZZ-II rotating machinery vibration analysis and fault diagnosis test-bed is used to 
collect rolling bearing signals, which is mainly composed of signal acquisition box, acceleration 
sensor, driving motor, bearing and other components. 

The deep groove ball bearing 6206-2z is selected as the experimental bearing, and the sampling 
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frequency is 12800 Hz. Normal (NC) state and two kinds of single point faults, namely inner ring 
fault and outer ring fault, are introduced. There are three fault types, the fault degree is 0.2 mm 
wide and 0.3 mm deep, 0.4 mm wide and 0.3 mm deep respectively. There are 10 kinds of status 
labels (1 health label and 9 fault labels), and each type of fault signal contains 1000 samples. 

In order to show the superiority of MSLSTM, it is compared with a relative new deep Learning 
method (ResNet) [35], one traditional migration method (GFK) [36] and one deep migration 
method (Maximum Mean Difference, MMD) [37]. The backbone structure of MMD network is 
CNN, and MMD is used for domain adaptation. The ability of feature extraction is enhanced by 
superimposing multiple channel attention mechanism blocks. 

3.2. Fault diagnosis without transfer learning 

Firstly, the diagnostic performance of MSLSTM under different workload conditions is 
verified, and the data of three different loads are used for experiments under the condition of 
without migration learning, and each type of experiment is done for 10 times. The experimental 
results are plotted as a box diagram, and the results are shown in Fig. 5(a): it can be seen that the 
average accuracy rate under three different loads is above 99 %. It verifies that MSLSTM model 
has high diagnostic accuracy under different working conditions without migration learning. In 
order to better show the training process of MSLSTM model under different loads, the test results 
are visualized. Taking the 1HP data set of CWRU as an example, the corresponding accuracy 
curve and loss curve are shown in Fig. 6(a) and (b), and it can be seen that when the training 
iteration reaches 15 times, the accuracy curve tends to be stable at 99.8 % and the loss curve tends 
to be stable. The S-SNE visualization diagram and confusion matrix of the 1HP data set are 
presented in Fig. 6(c) and (d) respectively, and they further show the excellent performance of 
MLSTM. 

To verify the superiority of MSLSTM over LSTM and improve verification efficiency, inner 
ring fault data from three different loads in the CWRU dataset are classified based on LSTM. The 
visualization results are shown in Fig. 7(a) and (b), respectively. Whether based on visual intuitive 
results or confusion matrix quantization result (53.8 %), there is a significant gap compared to 
MSLSTM diagnostic results. Similarly, for the QPZZ-II bearing dataset, data corresponding to the 
same fault size under three operating states of normal, inner ring fault, and outer ring fault are 
classified based on LSTM. The visualization results are shown in Fig. 7(c) and (d), respectively, 
based on which only 66.1 % diagnosis accuracy is obtained. The above analysis fully demonstrates 
that MSLSTM can effectively improve diagnostic accuracy by introducing multi-scale 
convolution operations into LSTM.  

 
a) Diagnosis accuracy of MSLSTM without 
migration learning under different workload 
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b) Diagnosis accuracy of MSLSTM without  

migration learning under different  
sample data scale 

Fig. 5. Diagnosis accuracies of MSLSTM without migration learning under different conditions 
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Fault diagnosis experiments on CWRU data based on MSLTSM without migration learning 
by using different sample scales are further carried out. The 1HP data of CWRU is selected as the 
experimental data set, and 100 %, 80 %, 60 %, 40 %, 20 %, 10 % and 5 % of the total data set are 
taken respectively. Seven kinds of data set with different sample scales are compared and 
analyzed, and 10 experiments are carried out on the different selected sample scales. The 
experimental results are shown in Fig. 5(b), and it can be seen that the diagnostic accuracy is above 
90 % when the proportion of all samples is more than 20 %. However, when the proportion is 5 %, 
the diagnostic accuracy is only 75.8 %. Those verifies that when the sample data is insufficient, 
the diagnosis performance of MSLSTM will be reduced greatly, so the transfer learning is needed 
under the condition of insufficient sample data. 

 
a) Accuracy curve 

 
b) Loss curve 

 
c) T-SNE visualization diagram 

 
d) Confusion matrix 

Fig. 6. Accuracy, loss curves and visualization result of MSLSTM without migration learning 

3.3. Fault diagnosis with transfer learning 

3.3.1. Fault diagnosis with transfer learning on the same experiment platform 

The CWRU data set is used to simulate the variable load scenario, and three fault data sets 
under different loads are selected to verify the diagnosis effect of the proposed model under 
variable load. Data sets A, B and C represent the data under 1 horsepower load, 2 horsepower load 
and 3 horsepower load respectively. Taking A→B as an example, data set A is regarded as source 
domain data and data set B is regarded as target domain data. The model is trained with 100 % 
source domain data, and is fine-tuned with 5 % data. At the same time, it is compared with previous 
compared methods, that are ResNet, GFK and MMD. The test results are the average result of 20 
calculations, which are shown in Fig. 8. It can be seen that the diagnostic accuracy of MSLSTM 
with an average accuracy of 93.7 % is higher than the other three methods, indicating that the 
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MSLSTM transfer learning diagnosis model has excellent generalization performance and 
robustness in the condition of variable load scenario. 

 
a) T-SNE visualization diagram of the data 

(CWRU) in three different loads based on LSTM 

 
b) Confusion matrix of the data (CWRU) in three 

different loads based on LSTM 

 
c) T-SNE visualization diagram of the data (QPZZ-
II) in three different running states based on LSTM 

 
d) Confusion matrix of the data (QPZZ-II) in three 

different running states based on LSTM 
Fig. 7. Fault diagnosis results of the two data set based on LSTM 

 
Fig. 8. The diagnosis accuracy of transfer learning under the condition of variable load scenario 
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3.3.2. Fault diagnosis with transfer learning on cross-platform migration 

In the cross-working condition experiment, CWRU data set is used as source domain data and 
QPZZ-II data set is used as target domain data, and this experiment is called Experiment A. 
QPZZ-II data set is used as source domain data and CWRU data set is used as target domain data, 
and this experiment is called Experiment B. In the same experiment, 100 % data is used as the 
source domain and 5 % data is used as the target domain data. In order to verify the superiority of 
MSLSTM in cross-working condition diagnosis, it is compared with ResNet. Each method is 
tested for 10 times in order to eliminate the random initialization error in the network training 
process, and the results are the average of 20 tests. The experimental results are shown in Fig. 9, 
based on which it can be seen that the proposed MSLSTM has the highest diagnostic accuracy in 
both experiment A and experiment B, indicating that the MSLSTM model still has high diagnostic 
accuracy and domain adaptability despite of the differences between the two groups of data. 

 
Fig. 9. Cross-platform diagnostic accuracy of participating comparison networks 

3.4. Ablation experiment 

In order to show the contribution of each branch network of MSLSTM, ablation experiments 
are conducted among these models: MSLSTM transfer learning (MSLSTM-TL) model, MSLSTM 
without transfer learning model, multi-scale convolution transfer learning model (MSCNN), 
non-convolution instead of pooling model (MSLSTM-Maxpoolsing) and non-global average 
pooling layer model (MSLSTM-FC). The structures of the comparison networks are shown in 
Table 1. All the training parameters of the comparison networks are consistent in order to ensure 
the rigor of the experiment. Taking experiment A and experiment B as examples, 100 % source 
domain data are also used for training and 5 % target domain data is used for testing. The 
experimental results are shown in Table 2. It can be seen that the average diagnostic accuracy of 
MSLSTM-TL is 94.3 %, which is the highest among all the comparison networks. The average 
diagnostic accuracy of MSLSTM without transfer learning model is 68.3 %, which is 26 % lower 
than that of transfer learning model, indicating that transfer learning plays an important role in the 
condition of small sample. The transfer learning model MSCNN is 4.3 % lower than that of the 
transfer learning model MSLSTM, because MSLSTM pays attention to multi-scale information 
and avoids the loss of spatial features. The transfer learning models MSLSTM-Maxpooling and 
MSLSTM-FC are 2.7 % lower than the transfer learning model MSLSTM. It shows that 
convolution plays an important role in replacing pool layer and GAP layer. 

The contribution of each network branch is clearly demonstrated by t-SNE visualization 
technology. Fig. 10 is the t-SNE visualization diagram of the proposed MSLSTM-TL model, and 
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it can be seen that 10 health states are clearly separated. In the MSLSTM model without migration, 
only 5 health states are separated effectively. Besides, the compared three methods, namely 
MSCNN, MSLSTM-Maxpooling and MSLSTM-FC, most data features are classified and 
clustered obviously, and only a few sample features cannot be separated in the output layer, which 
shows that transfer learning plays a key role in small samples, and convolution replaces pool layer 
and GAP layer to optimize the network. 

 
a) MSLSTM-TL 

 
b) MSLSTM 

 
c) MSCNN 

 
d) MSLSTM-Maxpooling 

 
e) MSLSTM-FC 

Fig. 10. t-SNE visualization of ablation experiment 
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Table 1. Branch structure details of ablation experiment 
Network structure 

Model Transfer learning LSTM Convolution instead  
of pooling operation GAP 

MSLSTM-TL Yes Yes Yes Yes 
MSLSTM No Yes Yes Yes 
MSCNN Yes No Yes Yes 

MSLSTM-Maxpooling Yes Yes No Yes 
MSLSTM-FC Yes Yes Yes No 

Table 2. Experimental results of ablation of each branch network 
Model A B Average accuracy (%) 

MSLSTM-TL 93.5±0.7 95.2±0.7 94.3 
MSLSTM 65.7±1.2 70.5±1.8 68.1 
MSCNN 91.5±0.8 88.5±0.6 90 

MSLSTM-Maxpooling 92.7±0.5 91.4±0.6 92 
MSLSTM-FC 93.3±0.8 91.8±0.7 92.5 

4. Conclusions 

Aiming at solving the problem of deep learning methods dependence on sufficient data sets, a 
small sample mechanical fault diagnosis model based on MSLSTM-TL is proposed. Firstly, the 
LSTM model is improved and the MSLSTM network model is constructed, which mainly includes 
the combination of multi-scale convolution and LSTM, and then the convolution operation is used 
to replace the pool layer, and the GAP is used to replace the full connection layer. The MSLSTM 
migration learning model is verified by CWRU bearing data set and QPZZ-II gearbox data set. 
Under the condition of no migration learning, the CWRU data set is used to verify the feature 
extraction ability and fault identification ability of MSLSTM. Subsequently, the CWRU data set 
is used to carry out the off-duty experiments and the cross-duty experiments of QPZZ-II data, and 
the corresponding results show that the proposed model not only has domain adaptive ability, but 
also has high accuracy in the case of insufficient sample data. The conclusions derived from this 
paper are as follow. 

1) The proposed MSLSTM has superior diagnostic performance when the source domain 
samples are sufficient, which has been proven through data collected from CWRU that it can 
achieve a diagnostic accuracy of over 99 % even under variable load condition. 

2) When the source domain samples are insufficient, the diagnostic accuracy of the proposed 
MSLSTM will decrease even under the condition of stable load. This indicates that when there 
are insufficient source domain samples, MSLSTM needs to be combined with transfer learning 
strategy to solve the problem of decreased diagnostic accuracy. 

3) By combining the proposed MSLSTM with transfer learning for fault diagnosis in the case 
of insufficient source domain samples, two different experiments have shown that a diagnostic 
accuracy of over 93 % can still be achieved under variable load conditions 

Although the proposed MSLSTM transfer learning methodology has been effectively applied 
on fault diagnosis of rolling bearing under varying load conditions, the time-varying speed and 
time-varying load running condition of rolling bearing also arises simultaneously in real industry 
applications. Thereby, future works will focus on further developing the proposed method for fault 
diagnosis of rolling bearing under even more complex running conditions. 
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