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Abstract. For the garment sewing defect detection method, this paper proposes an improved 
YOLOv8-FPCA scheme based on the YOLOv8 algorithm, which improves the YOLOv8 target 
detection head to enhance the information extraction of small target defects, then introduces Focal 
Loss to optimize the loss function to guide the network to better handle target data sets with 
different difficulties and imbalances. Finally, the attention mechanism CA is added to the 
YOLOv8 network structure to achieve multi-scale feature fusion extraction, and the attention 
mechanisms CABM and SENet are added at the same locations for experimental comparison. The 
results show that after increasing the attention mechanisms of CBAM and SENet, the mAP@0.5 
model increased by 1.7 % and 1.9 % respectively. The CA attention mechanism emphasizes the 
importance of location information, and the model has better accuracy and recall after adding the 
CA attention mechanism, with a 3.7 % increase in mAP@0.5, indicating that YOLOv8-CA has 
better performance in sewing defect detection. 
Keywords: target detection, YOLOv8, attention mechanism, sewing defect detection. 

1. Introduction 

Economic development promotes the expansion of the garment production scale. Various 
clothing brands flow around the globe through international trade and other forms. To enhance the 
competitiveness of garments in the consumer market, it is particularly important to achieve 
garment quality inspection in the process of garment factory inspection [1]. Since the process of 
garment production requires manual sewing, it inevitably leads to garment sewing defects. 
Common sewing defects can be divided into: broken threads, uneven stitching, threaded ends, 
poorly turned threads, and other problems. Traditional garment quality inspection is mainly 
conducted manually through sampling, but a manual inspection can be disturbed by external 
factors to produce visual fatigue, resulting in reduced judgment and low reliability of detection 
[2]. In the actual export trade process, sewing defects are likely to affect the overseas sales of 
garments and cause economic losses to enterprises, so it is necessary to carry out defect detection 
of garment sewing defects to ensure the quality of exports. 

In recent years, deep learning techniques have been widely used in the field of defect detection. 
Rezazadeh N. [3] used convolutional neural networks and persistence spectra to identify shallow 
cracks in rotating systems, Nima R. [4] used wavelet transform and deep learning methods to 
classify cracks in rotor bearing systems. At the present time, the traditional detection scheme 
mainly adopts manual detection, and the detection of faults is also mainly focused on the faults of 
fabrics. To make up for the shortage of manual detection, manufacturers have tried to achieve the 
detection of defects by using image processing methods, which are traditionally performed mainly 
by statistical analysis, structural analysis, and spectral analysis [5-6]. Histogram statistics [7] uses 
the distance matching function to find the location of defects in the fabric, and the grayscale 
co-occurrence matrix [8] achieves the detection of defects by calculating different features based 
on binary patterns. Fourier transforms [9] are used to monitor the spatial information of the fabric 
and determine the presence of defect information by the irregular structure of the fabric defects. 

https://crossmark.crossref.org/dialog/?doi=10.21595/jme.2024.24283&domain=pdf&date_stamp=2024-09-09
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Wavelet transformers [10] are used to obtain effective fabric blemish information by extracting 
fabric feature information. As well as other methods such as the Gabor filter [11] and the Gaussian 
mixture model [12] are used to detect and identify blemishes using image processing. These 
methods have some advantages over manual detection, but frequency domain methods such as 
wavelet transform and Gabor filter are very sensitive to noise and interference. In the presence of 
noise or interference, the model may produce false positives or missed positives. After AlexNet 
[13] was proposed, deep convolutional neural networks have been widely used. The mainstream 
one-stage and two-stage deep learning algorithm frameworks have also been applied to defect 
detection. Two-stage algorithms such as R-CNN [14], Fast R-CNN [15], Faster R-CNN [16], 
MaskR-CNN [17], etc., divide the detection problem into two parts: candidate region generation 
and target detection, which can effectively handle targets of different scales with high detection 
accuracy. The single-stage target detection algorithms You Only Look Once [18] (YOLO) and 
SSD [19]. The target detection problem is transformed into a regression problem, and the class 
and bounding box of the object are predicted simultaneously by convolutional neural networks. 
Single-stage detection has real-time performance and a simple network structure with fast 
inference speed. Compared with structure-based, spectral analysis-based, and statistical-based 
image recognition methods, deep learning-based target detection not only has higher accuracy but 
can be applied to large-scale data training. Bao Y. C. [20] the YOLOv8-MBRGA is an improved 
algorithm based on YOLOv8, which introduces the BiFPN pyramid to replace the concatenation 
in the head layer, and transmits the semantic information to different feature scales so as to 
enhance the integration of the features. 

To solve the problem of garment sewing defects, the improved YOLOv8 algorithm can not 
only achieve the target detection task in multiple scenes but also support multi-scale information 
feature fusion in feature information extraction with higher accuracy and recall. In this paper, we 
propose research on an improved YOLOv8 garment sewing defect detection method based on the 
attention mechanism. The Coordinate Attention [21] (CA) mechanism is chosen to encode 
horizontal and vertical location information into channel attention, which enables the mobile 
network to give attention to a larger range of location information without bringing too much 
computational effort. Compared with the original YOLOv8 network structure and the two-stage 
algorithm, the improved model improved mAP@0.5, recall, and accuracy. 

The main contributions of this paper are as follows. 
1. Construct the dataset with sewing defects as the object of model training. 
2. Adding two small target detection heads to the YOLOv8 algorithm to focus on the extraction 

of feature information of small targets with defects. 
3. Add a CA attention mechanism to enhance the multi-scale feature extraction capability of 

YOLOv8 and enhance the attention to small targets with defects. 
4. Optimize CLOU to introduce Focalloss [22] to solve the influence of the background texture 

of garments during target detection. 

2. Related work 

There are many methods to achieve the task of fabric defect detection, which are mainly 
divided into structure-based, spectrum analysis-based, and statistical image processing schemes, 
and another is the target detection task based on deep learning. Zahra Pourkaramdel [23] proposed 
a new defect detection scheme for local binary patterns, which can detect 97.6 % of fabric defects, 
However, the disadvantage is that the detection effect is poor. Andong [24] proposed a double 
sparse low-order decomposition method for fabric printing defects with a template fabric graph as 
the defect prior to achieve defect detection for printing class defects. Yudi Zhao [25] proposed an 
integrated CNN model based on visual long- and short-term memory to enhance feature 
information extraction from images with the help of convolutional neural networks in complex 
texture backgrounds, which is effective for fabric defect detection. 

Target detection algorithms usually need to process large-scale image and video data. The 
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high-performance computing power of GPU enables target detection algorithms to process 
large-scale data quickly, accelerating the process of data loading, pre-processing, feature 
extraction, and result output. Compared with detection models such as local binary patterns and 
double sparse low-order decomposition, target detection algorithms require large datasets as 
training data for the models, from which data feature information is extracted for the identification 
and classification of defects. The high computational power of GPUs has inspired researchers to 
optimize and innovate target detection algorithms to design more efficient, accurate, and complex 
target detection algorithms. Jing [26] et al. used the K-means algorithm to improve YOLOv3 [27] 

by adding detection layers to different feature maps to achieve a fusion of information in the higher 
and lower layers of feature maps, effectively reducing the false detection of fabrics. Qiang Liul 
[28] used SoftPool to improve the SPP structure to reduce the negative side effects of the SPP 
structure and process the feature maps effectively. Shengbao Xu [29] proposed a deformable 
convolution instead of the traditional square convolution to improve the R-CNN. It can 
automatically learn feature representation, has better robustness for details such as small objects 
and edges, and achieves better results on small target detection. Chen Jiang [30] implemented an 
improvement to Faster-RCNN by incorporating an attention mechanism to achieve defect 
detection and enhanced feature fusion for Pennsylvania fabrics. Two-stage detection algorithm 
networks are slow and complex and usually require more computational resources and time 
compared to single-stage target detection algorithms. This makes the two-stage detection 
algorithm perform poorly in real-time applications and demanding speed scenarios. 

The above is the use of target detection for fabric defects. The current main process of defect 
detection is through feature extraction of defect information, and then determining the type of 
defect. In the past, the work was mainly done on the fabric for defect detection, and the fabric was 
flattened for detection. Due to the integrity of the garment, it is not possible to perform a flattening 
inspection of the fabric. In the process of sewing fabrics together to make garments, various 
sewing defects are created. Compared to fabric inspection, garment sewing defects detection is 
more challenging and complex. To solve the problem of sewing defects, we improved the 
YOLOv8 algorithm to enhance the extraction of more complex background features for multi-
scale garments. 

3. Experimental method 

In this section, we introduce YOLOv8, the attention mechanism, and the improved scheme. 
Details are shown below. 

3.1. YOLOv8 network structure 

In this paper, the YOLOv8 single-stage target detection algorithm is proposed to implement 
the task of detecting defects in garment sewing. Based on the success of previous YOLO 
algorithms, YOLOv8 introduces new features and improvements. Compared to traditional image 
pre-processing and two-stage methods, YOLOv8 has high speed and accuracy. YOLOv8 detects 
and fuses feature maps at different levels, enabling the algorithm to simultaneously perceive 
targets of different scales, and has better robustness and accuracy in detecting small targets such 
as sewing defects. YOLOv8 is currently used as the state-of-the-art target detection algorithm, and 
this paper improves YOLOv8 so that the improved algorithm can be better applied to garment 
sewing defects detection. Compared with previous target detection algorithms, YOLOv8 
combines the advantages of previous algorithms and designs a new backbone network, C2F, with 
improved detection heads and loss functions to improve the performance and flexibility of the 
algorithm. the YOLOv8 network structure is shown in Fig. 1. YOLOv8 is shown in: 

1. The backbone network draws on the C3 module in YOLOv5 and the ELAN design idea in 
YOLOv7[30] and adopts the C2F module to obtain richer gradient flow information while 
ensuring lightweight. 
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2. Change the coupling head to an uncoupling head to separate the closely connected parts for 
higher flexibility and maintainability. 

3. Abandon the Anchor-Base method using Anchor-Free anchorless model can directly predict 
the center of the object, which reduces the number of prediction boxes and improves the detection 
speed. 
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Fig. 1. YOLOv8 network structure diagram 

 
Fig. 2. CA attention mechanism diagram 
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3.2. CA attention mechanism 

The attention mechanism is a technique widely used in deep learning to help models focus on 
important parts of the input data and thus improve the performance of the model. The garment 
sewing defect studied in this paper belongs to small target information, and their features are not 
easily observed on a global scale. Although YOLOv8 has the mechanism of multi-scale fusion, it 
can detect different feature maps and fuse these feature maps. The main purpose of adding the 
attention mechanism is to improve the feature extraction of the convolutional neural network, and 
since adding the attention mechanism is likely to destroy the network structure of the original 
model, in this YOLOv8 improvement, this paper adds the coordination attention (CA) attention 
mechanism after the convolutional layer and does not change the number of channels of the 
original network. The CA attention mechanism is shown in Fig. 2. 

In the CA attention mechanism, the input feature map (𝐶×𝐻×𝑊), in the height (𝐻) and width 
(𝑊) directions, is pooled to generate two feature maps of size 𝐶×𝐻×1 and 𝐶×1×𝑊, respectively, 
whose height and width on the 𝑐th channel are and 𝑍௖௪, respectively, as shown in Eq. (1): 

𝑍௖௛ሺℎሻ = 1𝑊 ෍ 𝑋௖ሺℎ, 𝑖ሻ଴ஸ௜ஸௐ , 
𝑍௖୵ሺ𝑤ሻ = 1𝐻 ෍ 𝑋௖ሺ𝑗,𝑤ሻ଴ஸ௜ஸୌ . (1)

Eq. (1) is the pooling operation on the height 𝐻 and width 𝑊, respectively. 
Next, an intermediate feature map of size 𝐶/𝑟×1× (𝐻+𝑊) is obtained by concatenating these 

two feature maps in the channel dimension and applying a 1×1 convolution operation (denoted as 
F1), where 𝑟 denotes the down sampling ratio and is calculated as shown in Eq. (2): 𝑓 = 𝛿൫𝐹ଵሺሾ𝑍௛,𝑍௪ሿሻ൯, (2)

where 𝛿 is a nonlinear activation function that maps the horizontal and horizontal feature 
information: 

Subsequently, the intermediate feature map is split into two feature vector sums 𝑓௪ and 𝑓௛. 
Finally, these two feature vectors are convolved by 1×1 (denoted as 𝐹௪ and 𝐹௛) and processed by 
the activation function to obtain a feature map with the same number of channels as the input 
feature map, and the variation formula is shown in Eq. (3): 𝑔௛ = 𝜎൫𝐹௛ሺ𝑓௛ሻ൯, 𝑔௪ = 𝜎൫𝐹௪ሺ𝑓௪ሻ൯, (3)

where 𝜎 is the activation function 𝑠𝑖𝑔𝑚𝑜𝑖𝑑ሺ𝑥ሻ that activates the features that have been 
convolved. 

The whole process from the input features to the output features can be expressed by Eq. (4): 𝑌௖ሺ𝑖, 𝑗ሻ = 𝑋௖ሺ𝑖, 𝑗ሻ × 𝑔௖௛ሺ𝑖ሻ × 𝑔௖௪ሺ𝑗ሻ. (4)

3.3. The small target detection head 

The YOLOv8 network model incorporates multiscale features in the top-down path, after five 
downsampling to get the feature expression (P1, P2, P3, P4, P5) but, it does not change the size 
of the feature map of the final detection head. The feature map sizes of YOLOv8 target detection 
heads p3, p4, and p5 are 80×80, 40×40, and 20×20 used to detect targets with sizes of 8×8, 16×16, 
and 32×32, respectively, which results in YOLOv8’s ability to detect large targets better than that 
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of small targets. In this paper, most of the self-built garment sewing defects in the dataset are small 
target defects that are difficult to find with the naked eye, and the pixels of these small targets are 
smaller than 8×8, which poses a challenge to the detection and recognition of the original YOLOv8 
algorithm. Many tiny defects will lose most of their characteristic information even after five 
layers of downward adoption, resulting in p3, a high-resolution inspection head, being unable to 
successfully detect the defects, leading to the leakage of defect information. 

To solve the problem of detecting small targets for garment sewing defects, we add the 
detection head of tiny objects corresponding to a 160×160 detection feature map for detecting 
targets above 4×4, as shown in Fig. 3. We elicit feature information in the P2 layer, which contains 
rich underlying feature information after two downward adoptions in the backbone. The newly 
added P2 detection head in the Neck network obtains both top-down and bottom-up feature 
information in the network structure and uses Caoncat’s feature fusion to make the P2 layer 
detection head fast and effective when dealing with tiny targets. The newly added P2 layer and 
the original three detection heads can effectively mitigate the negative impact of scale variance. 
The added detection is designed for the underlying features and is generated using low-level, 
high-resolution feature maps. It is more sensitive to tiny targets and improves defect detection. 
Although the introduction of these detection heads increases the number of parameters and the 
number of computers, it allows the model to achieve better accuracy in blemish detection. 

3.4. Introducing focal loss to improve loss function 

CIoU is improved based on DIoU by increasing the loss of detection frame scale, which makes 
the difference between the predicted box and the real box smaller. Introducing Focal Loss in the 
garment sewing defect detection task reduces the influence of background complex information 
on the defect information, increase attention to samples that are difficult to classify, and improves 
the overall performance of the model by giving higher weights to these samples. The combination 
of CIoU and Focal Loss to obtain Focal CIOU improves the localization accuracy of the target 
boxes and handles the category imbalance problem. The network is guided during training to better 
handle target boxes and categories with different difficulties and imbalances. It has a good effect 
improvement under the background images with complex sewing defects. The Focal Loss formula 
is shown in Eq. (5): 𝐹𝐿(𝑝௜) = −𝛼௦(1 − 𝑝௜)௥𝐼𝑏𝑝௜ , (5)

where 𝛼௦ takes values between 0 and 1 to control positive and negative samples; 𝑝௜ is the 
modulation factor of prediction, the closer to 1 is easy to classify and the loss is reduced; 𝑟 is the 
index modulation factor, which controls the weight adjustment magnitude of difficult and easy 
samples by adjusting the size of the index. 
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Fig. 3. Adding target detection header diagram 
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3.5. Improved YOLOv8 algorithm 

To achieve the detection of small targets such as sewing defects, we first add small target 
detection heads to the Neck network of the YOLOv8 algorithm, perform upsampling, connect 
multi-scale feature layers, and reuse the C2F module to increase the depth of the network to 
achieve the extraction of small target feature information. CA is a more efficient attention 
mechanism that makes up for the shortcomings of the CBAM [31] (Convolutional Block Attention 
Module) attention mechanism, and SE [32] (Squeeze-and-Excitation Networks) attention 
mechanism. Convolutional Block Attention Module) attention mechanism, SE(Squeeze-and-
Excitation Networks) attention mechanism.CA attention mechanism not only has dependencies in 
long-distance channels, but also can retain location information more accurately, so that without 
destroying the existing YOLOv8 network structure, this paper plans to add the attention 
mechanism CA before SPPF, and add the attention mechanism CA in the p2 and p3 detection head 
part of Neck network to enhance the capability of YOLOv8's multi-scale feature extraction and 
improve the detection efficiency, and finally use the Focal Loss function to deal with the sample 
imbalance phenomenon and suppress the complex image background. The improved scheme is 
called YOLOV8-FPCA, and the network structure of the improved YOLOv8-FPCA algorithm is 
shown in Fig. 4. 
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Fig. 4. YOLOv8 improved network structure diagram 

4. Construction and pre-processing of the dataset 

4.1. Construction of the dataset 

The garments in the market have been qualified by the factory and there is no defect data. In 
order to obtain effective clothing sewing defect data, this article selects data through the offline 
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defect database of clothing manufacturing plants. The clothing fabrics collected this time are 
mainly made of cotton, linen and chemical synthetic fabrics through woven or knitted production, 
with high weaving density. The clothing fabrics collected are regular summer garment fabrics 
without embroidery or prints. For photographing the defects, a data set of 5000 garment sewing 
defects was obtained by placing the garments by spreading them flat, hanging them upright, etc., 
and using an AF-focused, 44-megapixel, 16x zoom camera for sampling. Finally, use the 
annotation tool to annotate the defect according to its type. The training set, validation set, and 
test set are divided according to 7:2:1. 

The size of the rectangle box should meet the requirement that the rectangle box should be 
completely selected for the defects, and a part of the normal information should be taken into it. 
For the places where defects gather, defects can be selected through multiple rectangle boxes. In 
actual production and life, there may be multiple sewing defect information on the same piece of 
clothing. When labeling defects, all defect information needs to be comprehensively labeled. If 
the range of defects exists is relatively large, the range of frame selection is too large and is not 
conducive to algorithm model learning. Therefore, large defects can be divided into multiple local 
defects and then use multiple rectangular boxes for annotation. The defect annotation is shown in 
Fig. 5. 

 
Fig. 5. Data labeling diagram 

4.2. Pre-processing of data sets 

The types of defects in the dataset of this paper are broken threads, uneven stitching, threads, 
car threads, to ensure the balance of the dataset in the sampling process, the number of each type 
of defects collected is 1250, and the total number of datasets in this paper is 5000. However, in 
the actual training process, Gaussian blur, Random noise, random rotation and other methods were 
used to enhance the original 5,000 data at a ratio of 1:6 and uniformly transform the pixel size of 
the data set images to 640×640. Finally, the total number of enhanced data sets was 30,000. Each 
category the total number of defect data is 7500, including 5250 training sets, 1500 verification 
sets, and 750 test sets. 

YOLOv8 can perform Mosaic and mix-up data enhancement by setting parameters. mosaic 
enhancement, four randomly selected images are stitched together in proportion to increase the 
diversity of the data. In the mixup, two randomly selected training samples are linearly combined 
to mitigate the overfitting of the model on the decision boundary. The mixup formula: 𝑥෤ = 𝜆𝑥௜ ൅ (1 − 𝜆)𝑥௝ , 𝑦෤ = 𝜆𝑦௜ ൅ (1 − 𝜆)𝑦௝ , (6)

where 𝜆 is the number of random samples of beat distribution. 
The effect of Mosaic and mixup enhancement is shown in Fig. 6. 
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Fig. 6. Data enhancement effect diagram 

4.3. Experimental environment and parameter settings 

The environment of the experiments is trained in AutoDL using cloud GPU with RTX3090 
24G graphics card. The environment settings are shown in Table 1. The model training parameters 
are set as shown in Table 2. 

Table 1. Environment configuration information table 
Name  Name   

Video cards RTX3090 Video memory 24G 
PyTorch 1.8.1 Python 3.8 
Ubuntu 18.04 Cuda 11.1 

CPU 15V 8338C  Memory 80G 

Table 2. Training parameters 
Parameters  Parameters  

Learning rate 0.01 Weight decay 0.0005 
Batch size 128 Momentum 0.937 
Image size 640×640 Number of iterations 300 
Workers 20 Patience 50 
Dropout 0.4 Nms True 

4.4. Experimental model evaluation criteria 

All training models will be evaluated using uniform metrics, including the model’s Precision, 
Recall, and Average Detection Precision (mAP), F1 scores. The evaluation criteria for this model 
are as follows: 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃𝑇𝑃 + 𝐹𝑃, (7)

where TP denotes true positives and FP denotes false positives. Precision higher values in the 
assessment process are better. It is used to measure the percentage of positive samples with correct 
predictions among all predicted positive samples. 

Verify how many pairs of data were recovered in the correct dataset: 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑇𝑃 + 𝐹𝑁. (8)

where FN represents a false negative. 
The F1-value is the sum of precision and recall, and the higher the value of F1, the better the 
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robustness of the model: 

𝐹ଵ = 2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 . (9)

Eq. (10) represents the mean of each class, while Eq. (11) measures the mean of the model as 
a whole, and only one of the most commonly used data for comparing models: 

𝐴𝑃 = ෍ [𝑅(𝑘) − 𝑅(𝑘 + 1)] ∗ 𝑃(𝑘)௞ୀ௡ିଵ௞ୀ଴ , (10)𝑚𝐴𝑃 = 1𝑁෍ (𝐴𝑃)௜ே௜ୀଵ . (11)

5. Experimental results 

In the experimental results section, we will experimentally verify the performance of the 
YOLOv8-CA model. 

5.1. Comparison of data enhancement methods 

YOLOv8 can set parameters for Mosaic and mix up data enhancement. YOLOv8 turns on 
Mosaic enhancement by default to improve the generalization ability of the model and its 
adaptability to complex scenes. Improved model detection for small targets, occluded targets, and 
complex backgrounds. In this section, the models are compared using the default versions of 
YOLOV8 with Mosaic, mixup, and without data enhancement turned on, as shown in Table 3. By 
comparing the three approaches, it is found that using the default Mosaic data enhancement 
approach obtains better reflective correlation on P, R, F1, and mAP data, and the experiment will 
be continued next using Mosaic data enhancement. 

Table 3. Comparison experiments of different data enhancement methods 
Serial number Mosaic Mixup P R F1 mAP@0.5 

1 × × 80.6 % 72.5 % 0.763 82.6 % 
2 × √ 81.4 % 71.2 % 0.759 81.9 % 
3 √ × 84.6 % 74.9 % 0.789 83.5 % 

5.2. Comparative analysis of target detection algorithms 

This article uses a total of six algorithm models from the literature and different versions of 
YOLO to conduct verification on self-made data sets. Table 4 shows that YOLOv8 has a precision 
of 84.6 %, a recall of 74.9 %, an F1 score of 0.789, a value of 83.5% for mAP@0.5, and a value 
of 58.9 % for mAP@0.5-0.95. Compared with the second-ranked YOLOv7 algorithm, YOLOv8 
is 4.77 % higher than YOLOv7 in terms of mAP@0.5 results. YOLOv8 is comprehensively higher 
than YOLOv7 as well as other types of algorithmic models in terms of precision and recall. The 
experimental results show that the YOLOv8 algorithm can achieve classification and 
identification detection of sewing defects, and the YOLOv8 algorithm enhances the feature 
information of the network model and the ability of multi-scale fusion extraction, which can focus 
on the extraction of feature information of small targets of defects. 

5.3. Comparison of ablation experiments 

The improvement scheme of the YOLOv8 algorithm in this paper, after adding a small target 
detection head, using Focal Loss to optimize the loss function, and introducing a CA attention 
mechanism to enhance the extraction of feature information, finally obtained the improved 
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algorithm YOLOv8-FPCA as shown in Table 5. The addition of the minutiae table detection head 
mAP@0.5 to the original YOLOv8 algorithm increased by 2.6 %, and the accuracy, recall, and 
F1 score were significantly improved. 

Table 4. Comparison of target detection algorithms 
Experimental algorithms P R F1 mAP@0.5 maAP@0.5-0.95 

SSD [Doc. 17] 
R-CNN [Doc. 12] 

83.55 % 
32.8 % 

25.22 % 
86.11 % 

0.39 
0.46 

68.88 % 
73.45 % 

40.2 % 
51.24 % 

Faster-RCNN [Doc. 14] 60.4 % 59.38 % 0.59 71.94 % 52.31 % 
YOLOv5 79.16 % 47.83 % 0.60 61.68 % 48.17 % 
YOLOv7 80.31 % 52.17 % 0.63 78.73 % 54.48 % 
YOLOv8 84.6 % 74.9 % 0.789 83.5 % 58.9 % 

Table 5. Comparison experiments of improvement schemes 
Improvement program P R F1 mAP@0.5 maAP@0.5-0.95 Parameters GFLOPS FPS Add-p2 Focal CA 

× × × 84.6 % 74.9 % 0.789 83.5 % 58.9 % 3157200 8.9 48 
√ × × 87.4 % 76.6 % 0.816 86.1 % 60.2 % 3354144 17.4 42 
√ √ × 87.7 % 76.9 % 0.819 86.5 % 60.9 % 3355433 17.4 43 
√ √ √ 90.2 % 81.2 % 0.84 90.2 % 65.6 % 3360824 17.4 43 

Immediately afterward, we continued to add Focal and CIoU combined into Focal CIoU to 
guide the network to better handle target boxes and categories with different difficulty and 
imbalance during the training process, compared with adding only small target detection head 
mAP@0.5 up 0.4 %, no significant improvement after adding Focal due to the high quality of the 
dataset constructed in this paper after mosaic processing. Finally, the attention mechanism CA is 
added to focus on the important part of the input data to improve the model’s performance in 
detecting small targets of sewing defects, and mAP@0.5 continues to rise by 3.7 % with a 
significant effect. 

The experiments show that adding a small target detection head, Focal, and CA attention 
mechanism all achieve the rise of model accuracy, recall, F1 score and mAP@0.5. Compared with 
the original YOLOv8 algorithm, the improved algorithm YOLOv8-PFCA has a 6.7 % increase in 
mAP@0.5 and a 90 % increase in model calculations. However, the final parameters of the model 
only increase by 6.4 %, and the actual detection speed FPS drops from 48 to 43. There was no 
significant decline. It is shown that the improved algorithm YOLO-PFCA is effective and can be 
better utilized for garment sewing defect detection. The ablation experiment mAP@0.5 curve and 
loss curve are shown in Fig. 7. 

 
a) 

 
b) 

Fig. 7. a) The loss function of the ablation experiment mAP@0.5 plot b) 

5.4. Attentional mechanism comparison experiment 

In order to highlight the enhancement advantage of CA attention mechanism to YOLOv8 
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algorithm, this paper adds the attention mechanism CABM at the same position of CA attention 
mechanism in YOLOv8-PFCA for comparison. Using YOLOv8-FPCA and the algorithms 
YOLOv8-FPCBAM with the addition of CBAM and YOLOv8-FPSE with the addition of SE for 
comparison, CBAM combines spatial attention and adaptively adjusts the different spatial 
locations in the feature maps and the importance of the channels. However, CBAM needs to 
compute the channels and spatial attention, and it needs to align feature maps at different scales, 
and therefore the computational complexity is high, which can affect the performance of the 
model. The main advantage of SENet is that it can dynamically adjust the weight of each channel 
by learning the relationship between channels without introducing too many additional parameters 
and computational overhead, but the parameters of the SE module need to be optimized through 
a complex training process, which leads to an increase in training time and computational cost and 
reduces the generalization ability of the model. 

Table 6. Experiments comparing attentional mechanisms 
Attention mechanism module P R F1 mAP@0.5 maAP@0.5-0.95 Parameters GFLOPS FPS Add-p2 Focal SE CA CBAM 

√ √ × × × 87.6 % 76.9 % 0.81 86.5 % 60.9 % 3355433 17.4 43 
√ √ √ × × 88.6 % 79.2 % 0.83 88.4 % 63.5 % 3362336 17.4 45 
√ √ × √ × 90.2 % 81.2 % 0.84 90.2 % 65.6 % 3360824 17.4 43 
√ √ × × √ 88.9 % 79.6 % 0.83 88.2 % 64.3 % 3420034 17.5 41 

According to the model evaluation standards, the algorithm models after adding attention 
mechanisms CA, CABM, and SE have all been improved. As shown in Table 6, when the CABM 
attention mechanism is added, mAP@0.5 increases by 1.7 % in the data set. After adding the 
attention mechanism SENet, mAP@0.5 increases by 1.9 %. The CA attention mechanism has the 
advantages of both CABM and SENet attention mechanisms. Therefore, after adding the CA 
attention mechanism, the mAP@0.5 of the YOLOv8-FPCA algorithm increases by 3.7 %, and is 
the best in precision, recall, and F1 score. items, and after adding the CA attention mechanism, 
the detection speed (FPS), parameter amount, and calculation amount of the algorithm did not 
decrease in performance. From the experimental results, it is clear that adding the attention 
mechanism is more beneficial to the model enhancement, and the detection effect of 
YOLOv8-FPCA is shown in Fig. 8. Coordinate Attention emphasizes the importance of location 
information and enhances the expression of the model by weighting the location coordinates with 
attention, which has a better adaptation effect on sewing defect detection applications. This shows 
that the advantage of Coordinate Attention is its ability to enhance the model’s ability to model 
different locations, which is especially suitable for tasks that require accurate modeling of local 
details. The heat map of the improved algorithm YOLOv8-FPCA is shown in Fig. 9. 

 
Fig. 8. YOLOv8-CA detection effect 
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Fig. 9. Improved algorithm heat map display 

6. Discussion and analysis 

6.1. Contribution of improved YOLOv8 algorithm for garment stitch fault detection 

The quality rating of garments is determined by their sewing defects. The traditional method 
of manual detection of garment sewing defects is inefficient and inaccurate, and the missed defects 
can cause economic losses to the sales of garments when they reach the market. Research on defect 
detection based on image pre-processing or a two-stage algorithm cannot meet the needs of 
industrial inspection. Therefore, this paper proposes an improved YOLOv8 algorithm, which 
enhances the multi-scale feature fusion of defect information and increases the small target 
detection head of defect information. It is of great significance to enhance garment quality 
inspection. 

6.2. Deficiencies in work 

The homemade dataset in this paper lacks data collection for complex defects in textured 
backgrounds. This leads to a poor generalization of the improved algorithm to complex 
backgrounds. In conclusion, the exploration of this paper centers on the improvement and 
optimization of the algorithm model, and if it is put into practical use in the future, we need to 
collect more complex data information and improve the generalization ability of the model. 

7. Conclusions 

In this paper, we improve the basic version of YOLOv8, deepen the depth of the YOLOv8 
network model, add small target detection, enhance the ability of multi-scale extraction of feature 
information of the network model, and focus on the extraction of feature information of small 
targets of defects. Add attention mechanism in the backbone and head. Enhance the multi-scale 
feature extraction capability of YOLOv8 to improve detection efficiency. By comparing the 
attention mechanisms of CA, CABM, and SE, the improved YOLOv8-FPCA algorithm is finally 
found to be the best for detecting garment stitch faults. 
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