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Abstract. Artificial neural networks are inspired by biologic processes. Artificial neural networks 
are important because they can be used to deduct a function from observations, in other words 
artificial neural networks can learn from experience. Artificial neural network simulator to fulfill 
a need into the growing interest of neural network education is introduced in this study. 
NeuroQuick Laboratory simulator is implemented using object-oriented programming by Delphi 
programming and these classes can be used to create a standalone application with artificial neural 
networks. The NeuroQuick Laboratory Simulator is designed for a broad range of users, including 
beginning graduate/advanced undergraduate students, engineers, and scientists. It is particularly 
well-suited for use in individual student projects or as a simulation tool in one- or two-semester 
neural network-related courses at universities.  
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1. Introduction 

An artificial neural network (ANN) is a computational model that emulates biological 
information processing. Its fundamental ability lies in learning patterns from provided examples 
[1-2], as it was developed with inspiration from the systematic way the human brain [3]. This 
learning process involves adjusting the weights of interconnected nodes, typically done through a 
learning algorithm. The appeal of artificial neural networks extends to a diverse range of 
individuals, including computer scientists, engineers, cognitive scientists, neurophysiologists, 
physicists, biologists, philosophers, and others, each with their unique reasons for interest [4-6]. 
This broad appeal contributes to the popularity of neural network courses in universities. 

Before an artificial neural network (ANN) can be effectively used for any practical application, 
it must undergo a training process using a dataset known as the training set [7-18]. This training 
set should ideally contain a diverse range of training cases that fully represent the problem being 
addressed [19]. The training set comprises two parts: the input data and the corresponding target 
output. Once the training process is completed, another dataset known as the validation set is used 
to evaluate the performance of the trained neural network. The validation set helps assess how 
well the neural network will generalize and perform with unseen data. 

There are several dedicated simulation software programs available for artificial neural 
networks. The simulator discussed here is primarily designed for academic use but is also 
accessible to individuals with diverse backgrounds. It is relatively simpler compared to other 
available options. Specifically tailored for beginning graduate/advanced undergraduate students 
requiring software for individual projects, this simulator offers an easier selection of the 
appropriate neural network model for a given application, eliminating the need to become familiar 
with multiple independent simulators. 

2. NeuroQuick laboratory simulator design 

The NeuroQuick Laboratory Simulator is tailored for PC users, leveraging the Delphi program 
to enhance user-friendliness through its visual interface. This design choice enables easy 
installation and operation on any PC, making it accessible to individuals interested in neural 
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networks. This accessibility is particularly beneficial for students embarking on neural network 
projects. 

The main menu structure of the NeuroQuick Laboratory Simulator includes the following 
items: File, Edit, Network Model, and Help in Fig. 1. Under the File menu, users can find options 
such as Open, New, Save, Print, and Exit. The Edit menu allows users to search within output data 
and terminate the program based on certain output values. It also includes a Clear All option. The 
simulator offers several neural network models, including perceptron, multilayer perceptron, 
Adaline, Hopfield, and Radial Basis Function networks. Each network model has its own menu 
for configuring the network and selecting adjustable parameters. 

 
Fig. 1. The main menu structure 

The Network Model menu item in the NeuroQuick Laboratory Simulator, as depicted in Fig. 2, 
allows users to access various neural network models. The Help menu, located at the end of the 
main menu window, provides users with assistance on using the simulator. Additionally, it offers 
general information about artificial neural networks to enhance the user's understanding. 

 
Fig. 2. Network model menu item 

3. Configuration of network models 

In the NeuroQuick Laboratory Simulator, users can select a neural network model for any 
given application from the Network Model menu item, as shown in Fig. 2 in the main menu. Upon 
selecting a model, a new menu is opened, which includes options such as Learning Data and 
Transfer Function. Fig. 3 depicts the Learning Data menu item for the Perceptron, Adaline, and 
Hopfield network models, while Fig. 4 illustrates the Learning Data menu item for the Multilayer 
Perceptron network model. 

In the NeuroQuick Laboratory Simulator, users can determine the network configuration, 
including the size of the network and the weights of connections, by selecting the Input Vector 
and Weight options under the Learning Data menu item, as depicted in Fig. 5 and Fig. 6. 
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Fig. 3. The Learning Data menu item 

 
Fig. 4. The Learning Data menu item for multilayer perceptron 

 

 
Fig. 5. Input vector selection box 

 
Fig. 6. Weight matrix selection box 

In the NeuroQuick Laboratory Simulator, users can assign random values to the weight matrix 
by clicking on the “Initialization” button. Additionally, they can determine free parameters using 
the “Learning Rate” and “Gain” options. The desired outputs for the network can be specified 
using the “Target Vector” option, as shown in Fig. 7. 

In the NeuroQuick Laboratory Simulator, users can stop training at a requested number of 
training epochs by specifying a certain number in the “Training Epochs” option. Additionally, all 
data information entered can be viewed using the “Last State” option, as shown in Fig. 8. Users 
can also reset all data using the “Reset all data”. 

 
Fig. 7. Target vector selection box 

 
Fig. 8. The last state of data box 

The Learning Data menu item for multilayer perceptron has a few more options. These are 
Number of layers and Error goal. One or two layers can be chosen. Furthermore, the Weights 
option allows to initialize the weight of the connections between the layers.  

Various activation functions can be selected using Transfer Function menu item depending on 
the given application data. This item is given in Fig. 9. 

An application example is given in Fig. 10. In this application, the network model has been 
chosen as a perceptron with two inputs and 10 patterns. Transfer function was hard limiting 
function. It was seen that the network converged to a desired output at 11 training epochs. 
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Fig. 9. Transfer function menu item 

 
Fig. 10. Simulation example 

4. Conclusions 

An artificial neural network is a computational technique with versatile applications across 
various fields. ANNs stand out for their ability to learn from datasets, making them invaluable in 
scenarios where a model is overly complex or nonexistent. This paper introduces NeuroQuick 
Lab, a simulator proposed for designing and testing artificial neural networks. The simulator has 
been testing in Neural Network and Applications graduate course at Yildiz Technical University. 
Adding certain well-known neural network databases and more network models, such as the 
models using unsupervised learning, to the simulator is in progress. 

Using the activex function of Delphi programming, the NeuroQuick Lab simulator was 
enabled to run in internet explorer. In this way, this simulator can be used remotely on a web-based 
basis. Thus, students will be able to use and test ANN in distance education applications to better 
understand it. This simulator can be developed for different artificial intelligence algorithms in 
the future. 
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