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Abstract. The pedestrian detection technology of automated driving is also facing some 
challenges. Aiming at the problem of specific target deblurring in the image, this research built a 
pedestrian detection deblurring model in view of Generative adversarial network and multi-scale 
convolution. First, it designs an image deblurring algorithm in view of Generative adversarial 
network. Then, on the basis of image deblurring, a pedestrian deblurring algorithm in view of 
multi-scale convolution is designed to focus on deblurring the pedestrians in the image. The 
outcomes showcase that the peak signal to noise ratio and structural similarity index of the image 
deblurring algorithm in view of the Generative adversarial network are the highest, which are 
29.7 dB and 0.943 dB respectively, and the operation time is the shortest, which is 0.50 s. The 
pedestrian deblurring algorithm in view of multi-scale convolution has the highest peak signal-to-
noise ratio (PSNR) and structural similarity indicators in the HIDE test set and GoPro dataset, 
with 29.4 dB and 0.925 dB, 40.45 dB and 0.992 dB, respectively. The resulting restored image is 
the clearest and possesses the best visual effect. The enlarged part of the face can reveal more 
detailed information, and it is the closest to a real clear image. The deblurring effect is not limited 
to the size of the pedestrians in the image. In summary, the model constructed in this study has 
good application effects in image deblurring and pedestrian detection, and has a certain promoting 
effect on the development of autonomous driving technology. 
Keywords: generative adversarial network, image deblurring, pedestrian detection, multi-scale 
convolution, feature pyramid. 

1. Introduction 

As the boost of technology, autonomous driving technology has gradually matured. However, 
the real traffic environment is too complex, so it is indispensable to improve the safety of 
automatic driving if you want to widely apply autonomous vehicle to actual scenes. Optimizing 
pedestrian detection (PD) is an important challenge [1]. Image deblurring (ID) involves utilizing 
algorithms or tools to enhance blurred images, ultimately leading to more precise detection of 
pedestrians. This, in turn, improves the performance and reliability of PD technology. It is of great 
significance for optimizing PD. Researchers such as Ngo TD have proposed a method for 
deconvoluting collected data to improve image quality. This method trains the Convolutional 
neural network to estimate the Point spread function parameters, and performs image 
deconvolution to obtain the improvement of image SNR and modulation transfer function [2].  
Liu Y. Q. and other scholars proposed that using the generalized Gaussian function can more 
accurately describe the defocus blur, which is better than the existing algorithms deploying 
parametric or nonparametric cores, and is conducive to the ID process [3]. The Generative 
Adversarial Networks (GAN) contains two kinds of models. Its Generative model has a 
convincing ability to generate real examples from the existing sample distribution. It has expanded 
from the initial image generation to various fields of computer vision, promoting various 
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applications in many fields. Moreover, its Game theory optimization strategy has promoted 
privacy and security oriented research [4-5]. Multi-scale convolution (MC) means the addition of 
multiple convolution kernels in the convolution operation for extracting and fusing features at 
multiple scales, thereby improving the model [6]. GAN and MC have been widely applied in the 
field of ID. Tomosada H et al. proposed an algorithm based on convolutional neural network GAN 
for ID. In order to improve the quality of deblurred images and reduce computational time, a GAN 
ID method using discrete cosine transform was proposed [7]. Zhao Q. et al. proposed a new 
context-aware MC neural network for ID that uses multi-scale pyramid structures to eliminate 
blurring, increasing computational complexity [8]. However, it is difficult to restore blurred 
images to a level comparable to clear images, both in terms of traditional algorithms and deep 
learning algorithms that have emerged in recent years. There is still great room for progress in the 
field of ID. In addition, there is relatively little research on the application of GAN and MC in 
image specific target deblurring at home and abroad, and many problems are faced, especially the 
calculation time is long and cannot be clearly solved. Therefore, this study proposes ID algorithms 
based on GAN and pedestrian deblurring algorithms based on MC. The proposed algorithm is 
expected to be applied in PD in autonomous driving, as it enhances image clarity, minimizes noise, 
and enables the detection of pedestrians in complex environments with greater precision. 
Consequently, it is expected to improve traffic safety. There are two main innovations in the 
research. The first is to design an ID algorithm using the GAN. The second point is to use MC to 
blur specific targets of pedestrians in the image. 

The study is divided into three. In the first, a PD model in view of GAN and MC is built. It 
includes the research of ID algorithm in view of GAN and the research of pedestrian deblurring 
algorithm in view of MC. The second analyzes the effect of the PD model in view of GAN and 
MC. The third summarizes the research results of this study and proposes shortcomings and 
prospects. 

2. Construction of PD deblurring model in view of GAN and MC 

2.1. Research on ID algorithm in view of GAN 

ID is a classic issue in low-level computer vision. The purpose is to process fuzzy input images 
containing noise and restore them to clear images close to real scenes. The formation of a blurred 
image involves convolving a clear image with a fuzzy kernel before adding noise. Therefore, to 
deblur an image, it is necessary to first determine the size of the blur kernel, and then eliminate 
the noise as much as possible. This research uses the Conditional Generative adversarial network 
(cGAN) to achieve ID. The essence of GAN is in view of the model of confrontation form. 
Through the continuous game in the generator and the discriminator, the deblurring image is 
output. GAN typically includes alternating training phases for the generator and discriminator. 
During each training iteration, the generator and the discriminator compete with each other and 
gradually improve the generator's generation ability and discriminator's recognition ability 
through alternating training processes. This iterative competitive training helps to continuously 
improve the performance and generative ability of GAN. The cGAN can restore close to the real 
clear image, and is extensively utilized in image enhancement, inpainting, image transformation 
and other fields. The Feature Pyramid Network module has excellent feature fusion capabilities, 
generating multi-layer features that encode different semantics and contain higher quality 
information, striking a balance between efficiency and accuracy. It can be applied to deblurring 
networks to effectively improve the network's feature extraction ability [9]. The generator adopts 
an Feature Pyramid Network structure. The complete structure is shown in Fig. 1. 

ID algorithms based on GAN usually consider how to design appropriate generator and 
discriminator network structures, as well as how to balance the training process between the 
generator and discriminator, to generate high-quality deblurring results. In the feature pyramid 
structure, the underlying features include less semantic information, but the target localization is 
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relatively accurate. The upper level features contain rich semantic information, but the target 
localization is relatively vague. Each layer of feature pyramid is equivalent to a Convolutional 
neural network. Different size of feature pyramid corresponds to different Receptive field, and 
different size of convolution kernel corresponds to different feature information in the extracted 
image [10-11]. The feature pyramid section has three plug and play frameworks to choose from: 
Inception ResNet v2, MobileNet v2, and MobileNet DSC. This study uses Inception ResNet v2 
and MobileNet v2 frameworks. The former focuses on improving the overall restoration quality, 
while the latter focuses on model lightweight while also ensuring the restoration quality of the 
image. 

Convolutional block 1×1 Convolutional Splicing layer

Maximum pooling layer Upsampling layer

Improve 8x

Improve 4x

2x
1x

 
Fig. 1. Generator structure diagram 

The discriminator in GAN is utilized for distinguishing the authenticity of generated image, 
mainly distinguishing the differences in the generated image and the real clear image, including 
the clarity of the image and whether there is distortion, etc. [12]. This study proposes a dual scale 
discriminator that targets both local and global aspects, enabling networks to obtain feature 
information from different dimensions of images, which is beneficial for processing larger and 
more complex fuzzy types. During the backpropagation process, it can promote the generator to 
generate more realistic and comprehensive restored images. A local discriminator is used to extract 
detailed information from images. For those containing complex target movements, a global 
discriminator helps integrate contextual information. In addition, compared to a single 
discriminator, the training speed of a dual scale discriminator is faster and smoother, while the 
deblurring effect has stronger perception and higher quality sharpness. Fig. 2 demonstrates the 
relevant details. 

For image restoration, the commonly used loss structures include the loss in view of pixel 
space, and the setting of certain parameters in the training phase to compare the restored images 
and the original blurred image. This study fused three losses as the overall Loss function. It is 
showcased in Eq. (1): 𝐿𝐺 = 0.5𝑀𝑆𝐸 + 0.006𝐿𝑐 + 0.01𝐿𝑎𝑑𝑣, (1)

where, 𝑀𝑆𝐸 represents the mean squared error (MSE). 𝐿𝑐 represents perceptual loss, which can 
help correct color and texture deformations. 𝐿𝑎𝑑𝑣 represents global and local losses. The loss 
function of traditional GAN is shown in Eq. (2): minீ max஽ 𝑉ሺ𝐷,𝐺ሻ = 𝐸௫~௣௔ௗ௔௧௔ሺ௫ሻሾlog𝐷ሺ𝑥ሻሿ + 𝐸௭~௉௭ሺ௭ሻ ቂlog ቀ1 − 𝐷൫𝐺ሺ𝑧ሻ൯ቁቃ, (2)
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where, 𝐺 and 𝐷represent generators and discriminators, respectively. 𝐸௫~௣௔ௗ௔௧௔(௫) represents the 
distribution of real samples. 𝐸௭~௉௭(௭) represents that 𝑧 follows the distribution of a random noise. 
The loss function of the least squares countermeasure network is showcased in Eq. (3): 

൞min஽ 𝑉(𝐷) = 12𝐸௫~௉ௗ௔௧௔(௫)[(𝐷(𝑥) − 𝑛)ଶ] + 12𝐸௭~௉௭(௭)𝐷(𝐺(𝑧) −𝑚)ଶ,minீ 𝑉(𝐺) = 12𝐸௭~௉௭(௭)𝐷[(𝐺(𝑧) − 𝑙)ଶ],  (3)

where, it is assumed that 𝑚 and 𝑛 are the generated restored images and the clear image in the 
actual scene, respectively. The purpose of the discriminator is to minimize the squared error 
between the two. It assumes that the image obtained by the generator is set to 𝑙, which means that 
the discriminator identifies it as a real image. In view of the relevant network, the study adapted 
relativistic, as shown in Eq. (4): 𝐿𝐷 = 𝐸௫~௉ௗ௔௧௔(௫)[𝐷(𝑥) − 𝐸௭~௉௭(௭)𝐷(𝐺(𝑧) − 1)ଶ]+ 𝐸𝐸௭~௉௭(௭)[൫𝐷൫𝐺(𝑧)൯ − 𝐸௫~௉ௗ௔௧௔(௫)𝐷(𝑥) + 1)ଶ൧. (4)

Local loss

Global loss

Global discriminator

Local discriminator

Restored 
image

Random cropping

Clear image

 
Fig. 2. Structure diagram of dual scale discriminator 

In summary, the GAN based ID model constructed in this study mainly contains a generator 
and a dual scale discriminator. This model adds the results obtained by the generator to the original 
blurred image for obtaining a restored images. The program inputs the randomly cropped image 
blocks of the restored and clear image into a local discriminator, calculates the loss, and performs 
gradient updates based on local loss backpropagation, and continuously cycles until the generator 
produces a nearly real, clear image. It inputs the restored and clear image into the global 
discriminator, and the subsequent steps are the same as above. The ID model in view of GAN is 
shown in Fig. 3. 

The quality evaluation of restored images in all image restoration methods follows some 
universal indicators, which are divided into subjective indicators and objective indicators. 
Subjective indicator means the utilization of human vision to determine the ID effect of 
algorithms, without specific standards, and therefore are not entirely reliable and are only used as 
auxiliary references. Objective indicators are usually divided into two categories: PSNR and 
structural similarity. The numerical value of PSNR is directly proportional to the quality of image 
restoration. The deblurring quality of the algorithm is evaluated in three respects: pixel, brightness, 
and structure, with a pixel range of 0 to 255 [13]. PSNR is shown in Eq. (5): 

𝑃𝑆𝑁𝑅 = 10 × lgቆ255ଶ𝑀𝑆𝐸ቇ. (5)
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Fig. 3. ID model in view of GAN 

The MSE represents the disparity in the restored images and the noisy image. In Eq. (5), it is 
known that the width of the deblurred image and noise image is 𝑛, the length is 𝑚, and the MSE 
is shown in Eq. (6): 

𝑀𝑆𝐸 = 1𝑚𝑛 ෍ ෍‖𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)‖ଶ௡ିଵ
௝ୀ଴

௠ିଵ
௜ୀ଴ , (6)

where, 𝐼 represents deblurring the image. 𝐾 represents a noisy image. 𝐼(𝑖, 𝑗) and 𝐾(𝑖, 𝑗) serve as 
the pixel values of 𝐼 and 𝐾 in coordinates. Structural Similarity Index (SSIM) reflects the 
similarity between images in three respects: brightness, contrast, and structure. The value range is 
[0, 1], and the larger the value, the greater the similarity in the restored images and the clear image, 
and the higher the restoration quality [14]. SSIM is shown in Eq. (7): 

𝑆𝑆𝐼𝑀 = (2𝜇௑𝜇௒ + 𝐶ଵ)(2𝜎௑௒ + 𝐶ଶ)(𝜇௑ଶ + 𝜇௒ଶ + 𝐶ଵ)(𝜎௑ + 𝜎௒ + 𝐶ଶ), (7)

where, 𝜇௑ and 𝜇௒ serve as the mean values of image 𝑋 and image 𝑌. 𝜎௑  and 𝜎௒ serve as variance. 𝜎௑௒ represents covariance. 𝐶ଵ and 𝐶ଶ represent constants. 

2.2. Research on pedestrian deblurring algorithm in view of MC 

PD is an important technology in autonomous vehicle. This technology utilizes computer 
vision technology for determining the presence of pedestrians in an image or video sequence and 
provide precise positioning. As the characteristics of both rigid and flexible objects, as well as the 
susceptibility of pedestrians to factors such as wearing, occlusion, posture, and perspective, PD is 
a hot and challenging topic in the computer vision [15]. To optimize PD technology for 
autonomous driving, this study aims to focus on deblurring pedestrians in images in view of ID. 
YOLO-v3 incorporates current excellent detection framework ideas, such as residual networks 
and feature fusion, while maintaining speed, further improving detection accuracy, especially for 
small objects [16]. This study first uses the object detection network YOLO-v3 to detect 
pedestrians in the image, then saves their coordinates and inputs them into the deblurring network 
for deblurring the areas within the coordinates. Fig. 4 showcases the relevant details. 

However, this pedestrian deblurring algorithm that utilizes the object detection network 
YOLO-v3 to preprocess pedestrians in images is not end-to-end, and the deblurring effect is not 
ideal. Therefore, to enable the network to focus on extracting pedestrian features from images, 
this study adopts MC for feature fusion. MC enables effective handling of local features with 
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greater precision. Through weighting and MC in backpropagation, the network can focus on 
extracting pedestrian features from images. The existing multi-scale feature fusion methods in 
view of DL cannot do without the most basic convolution, and the traditional convolution 
operation is shown in Eq. (8): 

⎩⎪⎨
⎪⎧𝐻௖,௫,௬ = ෍ ෍ ෍ 𝑔௢𝐹௣௄ିଵଶ

௝ୀି௄ିଵଶ
௄ିଵଶ

௜ୀି௄ିଵଶ
஼௜௡
௞ୀଵ ,

𝑜 = 𝑐, 𝑘, 𝑖, 𝑗,𝑝 = 𝑘, 𝑥 + 𝑖,𝑦 + 𝑗,
 (8)

where, 𝐶𝑖𝑛 serves as the quantity of input channels in the network. 𝐻 serves as the output feature 
map. 𝑔 represents the convolutional kernel used by the network. 𝐹 serves as the input feature map. 
Extended convolution expands the sampling interval in the spatial domain fro covering larger 
objects, as shown in Eq. (9): 

⎩⎪⎨
⎪⎧𝐻௖,௫,௬ = ෍ ෍ ෍ 𝑔௢𝐹௥௄ିଵଶ

௝ୀି௄ିଵଶ
௄ିଵଶ

௜ୀି௄ିଵଶ ,஼௜௡
௞ୀଵ𝑟 = 𝑘, 𝑥 + 𝑖𝑑,𝑦 + 𝑗𝑑,  (9)

where, 𝑑 represents the expansion factor. MC disperses organized dilation rates across different 
kernels within a convolutional filter, which is beneficial for extracting global and local 
information. It can also integrate multi-scale features, give full play to the characteristics of cavity 
convolution to expand the local Receptive field, and does not add additional computing costs.  

Input image

Start

Pedestrian detection 
based on YOLO-v3

All box coordinates 
of the detected image

Weighted together with 
the original input image

Obtain restored images 
through a generator

Calculate the loss between 
restored and clear images 

using a discriminator

Calculate the loss between 
restored and clear images 

using a discriminator

Obtain image 
detection results

End
 

Fig. 4. Structure diagram of a specific target deblurring network in view of PD 

Therefore, it can replace the traditional convolution in many commonly used Convolutional 
neural network backbones, without introducing other parameters or requiring complex 
computation, while achieving superior Feature learning [17]. In addition, MC collects multi-scale 
information from various input channels for linear summation operations, and the expansion rate 
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varies at different kernels of a convolutional filter. As the axis of the input and output channels of 
the filter periodically changes, the expansion rate also changes, and features are concentrated on 
a larger scale in a neat style. To process input channels with different Receptive field, the rate of 
various filters for a specific expansion channel is also different, as shown in Eq. (10): 

𝐻𝑐, 𝑥,𝑦 = ෍ ෍ ෍ 𝑔௖,௞,௜,௝𝐹௞,௫ା௜஽(௖,௞),௬ା௝஽(௖,௞)
௄ିଵଶ

௝ୀି௄ିଵଶ
௄ିଵଶ
௜ୀ௄ିଵଶ

஼௜௡
௞ୀଵ , (10)

where, the difference between MC and traditional kernel extended convolution is that its 
expansion rate periodically changes with the axis of the input channels and output channels of the 
filter. It blends a dilation rate spectrum with a unified kernel size, economically compressing 
multi-scale features in one convolution operation. MC is periodically dispersed across input 
channels and output channels, allowing a single channel to gather diverse feature resolutions from 
the perspectives of both input and output channels [18]. The pedestrian deblurring algorithm based 
on MC needs to consider how to design MC structures to capture image information at different 
scales, and how to effectively integrate these multi-scale information to improve the deblurring 
effect. The MC adopted by this research institute has stronger feature extraction ability compared 
to other networks, while having similar complexity. Because it applies convolutions of different 
scales to the same calculation, convolution operation of different scales are alternately performed 
in the channel, exploring finer granularity. However, this finer grained convolution operation will 
increase the computing complexity of the network. Therefore, this study improves the training 
efficiency of the network through group convolution. The principle of group convolution is shown 
in Fig. 5 [19]. 

|←t=4→ |

 
a) Multiscale convolution 

|←p=4→|

 
b) Structural similarity index 

Fig. 5. The principle of group convolution 

Multiscale convolution and group convolution are Equivalence relation. To facilitate network 
calculation, group convolution will replace the MC form in Fig. 5(a). MC is a generalized 
expansion, where the interval between self cycles determines how many types of expansion rates 
are included in a partition, and all kernels may share the same expansion rate. This study adopts 
this MC method to obtain contour information in images. Furthermore, the dataset contains a 
substantial number of pedestrians, resulting in more acquired pedestrian contour data. This leads 
to enhanced focus towards the pedestrian part in the subsequent deblurring networks. To achieve 
better feature fusion results, this study adds MC to the lower layer of the network. In summary, 
the main workflow of this research method is shown in Fig. 6. 
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Fig. 6. Main workflow diagram of pedestrian deblurring based on GAN and MC 

3. Effect analysis of PD deblurring algorithm in view of GAN and MC 

3.1. ID algorithm in view of GAN 

The current fuzzy synthesis methods for most fuzzy datasets are relatively single, and there 
are significant differences between the synthesized fuzzy images and the real fuzzy images. Due 
to the lack of a large quantity of paired fuzzy and clear image datasets, this study used the GoPro 
dataset for experimentation, which is also convenient for comparison with other algorithms. The 
Github address for the GoPro dataset is: https://seungjunnah.github.io/Datasets/gopro.html. The 
study used a 16 GB computer for the experiment, and the graphics card used was GTX1660Ti. 
This study compared the Inception ResNet v2, MobileNet v2, and MobileNet DSC frameworks 
of the feature pyramid [20], and the outcomes are demonstrated in Table 1. Table 1 shows that the 
PSNR and SSIM indicators of Inception ResNet v2 are both the highest, at 29.67 dB and 0.945 dB, 
respectively. MobileNet-DSC has the shortest computation time, which is 0.07 seconds. But the 
PSNR index is the lowest at 27.98 dB, and the SSIM index of MobileNet v2 is the lowest at 0.911. 
Therefore, considering the indicators of the experiment outcomes, this study adopts the Inception 
ResNet v2 framework, which is suitable for portable terminals such as mobile phones. 

The ID algorithm in view of the GAN is compared with the CNN deblurring algorithm in view 
of the real dynamic scene, the cGAN based deblurring algorithm and the generalized mathematical 
L0 sparse expression based deblurring algorithm [21-23]. The index outcomes are demonstrated 
in Fig. 7. The figure shows that compared to the other three algorithms, the algorithm designed in 
this study has the highest PSNR and SSIM indicators, with 29.7 dB and 0.943 dB, respectively. 
The PSNR index of the L0 algorithm is the lowest, at 24.6 dB. The SSIM index of the CNN 
algorithm is the lowest, at 0.807 dB. Furthermore, the CNN algorithm takes 4.36 s to operate, 
whereas the cGAN algorithm takes 0.87 s. The L0 algorithm, on the other hand, has the longest 
operation time at 20 minutes, and the ID algorithm records the shortest operation time with respect 
to the GAN, at just 0.50 s. Therefore, the ID algorithm in view of the GAN has a good deblurring 
effect, and the obtained image has a good effect in terms of objective indicators, with high 
efficiency. It has certain effectiveness and superiority. 
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Table 1. Comparison of indicators for three frameworks 
Model PSNR / dB SSIM / dB Time / s 

Inception-ResNet-v2 29.67 0.945 0.49 
MobileNet-v2 28.20 0.911 0.13 

MobileNet-DSC 27.98 0.919 0.07 
 

20 40 8060
24

25

26

27

28

29

30

Iterations

PS
N

R
/d

B

CNN

cGAN
L0
Our

1000
 

a) Peak signal to noise ratio 

20 40 8060
0.78

0.81

0.84

0.87

0.90

0.93

Iterations

SS
IM

/d
B

0.96

100

CNN

cGAN
L0
Our 

0
 

b) Structural similarity index 
Fig. 7. PSNR and SSIM results of four algorithms  

 
a) Blur image 

 
b) Clear image 

 
c) CNN 

 
d) cGAN 

 
e) L0 
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Fig. 8. Comparison of deblurring visual effects of four algorithms 

The comparing of the deblurring visual effects of the four algorithms is shown in Fig. 8. Fig. 8 
shows that, compared with the other three algorithms, the pedestrian image obtained by the ID 
algorithm in view of the GAN designed by the research is the clearest in visual effect and the 
closest to the real clear image. The deblurring effect of the CNN algorithm is poor, and the details 
of pedestrians are not clear. The image obtained by the cGAN algorithm has artifacts. The L0 
algorithm has the worst visual effect, with pedestrians experiencing distortion. Therefore, the 
deblurring image obtained by the ID algorithm in view of the GAN has a better visual effect, 
which is closer to the true and clear image, and has achieved good results. 
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In summary, the three frameworks of the feature pyramid focus on different effects, among 
which Inception ResNet has the best performance and can markedly enhance the operational 
efficiency of the network. The MobileNet framework has a shorter running time and is suitable 
for portable terminals such as mobile phones. The deblurring effect of the ID algorithm in view 
of the GAN designed in this research has reached excellent outcomes in both, and has higher 
efficiency. The pedestrian image obtained is the clearest in the visual effect, and also the closest 
to the real clear image. 

3.2. Pedestrian deblurring algorithm in view of MC 

This study used a fuzzy dataset HIDE that only includes pedestrians for experimentation (the 
Github address for the HIDE dataset is: https://github.com/pp00704831/BANet-TIP-2022). This 
dataset is designed for multiple fuzzy attention problems, including 8422 images of different 
pedestrians in various real scenes, covering a wide variety of fuzzy image types. The training set 
consists of 6397 images, including two types of high and low blur rates [24]. It divides the 2025 
test set images in HIDE into two types: close range pedestrians and distant pedestrians. Compare 
the pedestrian deblurring algorithm in view of MC with three classic deblurring algorithms: CNN 
deblurring algorithm in view of real dynamic scenes, cGAN deblurring algorithm in view of 
cGAN, and generalized mathematical L0 sparse representation deblurring algorithm in view of 
generalized mathematical L0 sparse representation. The indicator results are shown in Table 2. 
Table 2 shows that the PSNR indicators of the four algorithms when processing close range 
pedestrian images are all lower than those when processing distant pedestrian images. The 
research designed algorithms have the highest PSNR and SSIM indicators, with 29.4 dB and 
0.925 dB respectively. Therefore, the pedestrian deblurring algorithm in view of MC designed in 
this study has reached excellent outcomes in objective indicators, and the deblurring effect is 
better. 

Table 2. Comparison of indicators for four algorithms in the HIDE dataset 
HIDE dataset classification HIDE 1 (Close shot) HIDE 2 (Vision) 

Algorithm PSNR / dB SSIM / dB PSNR / dB SSIM / dB 
CNN 25.9 0.850 26.9 0.889 
cGAN 24.8 0.837 25.2 0.776 

L0 21.9 0.759 23.3 0.738 
MC 29.3 0.911 29.4 0.925 

This study used the most widely used dataset GoPro, which is very close to blurred images in 
real life, for experiments [25]. The indicator results of the four deblurring algorithms are shown 
in Fig. 9. Fig. 9 shows that compared to the other three algorithms studied and designed, the PSNR 
and SSIM indicators are the highest, at 40.45 dB and 0.992 dB, respectively. The PSNR index of 
the deblurring algorithm in view of the generalized mathematical L0 sparse expression is the 
lowest at 24.6 dB, while the SSIM index of the CNN deblurring algorithm in view of real dynamic 
scenes is the lowest at 0.807 dB. Therefore, the pedestrian deblurring algorithm in view of MC 
has achieved good results in objective indicators, and has certain feasibility and superiority. 

Due to the more complex real traffic conditions, the proportion of pedestrians in the obtained 
detection images often varies in size. Therefore, verifying the algorithm’s deblurring effect on 
pedestrians of different sizes in images and more comprehensively reflecting the advantages and 
disadvantages of the MC based pedestrian deblurring algorithm is to better optimize the detection 
of autonomous pedestrians and improve the safety of autonomous driving. Therefore, this study 
added a deblurring comparative analysis for pedestrian targets of different sizes in the image, as 
showcased in Fig. 10. From Fig. 10, the algorithm designed in this study achieved good deblurring 
effects for pedestrians of three distinct sizes. For larger pedestrian targets, facial details were 
restored more clearly and were close to real clear image. For smaller pedestrian targets, the 
algorithm was also able to recover their limb movements well. Therefore, the deblurring effect of 



OPTIMAL PATH FOR AUTOMATED PEDESTRIAN DETECTION: IMAGE DEBLURRING ALGORITHM BASED ON GENERATIVE ADVERSARIAL NETWORK.  
XIUJUAN DONG, JIANPING LAN 

308 ISSN PRINT 2335-2124, ISSN ONLINE 2424-4635  

the pedestrian deblurring algorithm in view of MC is not limited to the size of pedestrians in the 
image. 
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Fig. 9. Indicator results of four deblurring algorithms on the GoPro dataset 

 
a) Blur image 

 
b) Deblurring image 

 
c) Clear image 

Fig. 10. Comparison of deblurring of pedestrian targets of different sizes in the GoPro dataset 

To further verify the PD performance of the MC based pedestrian deblurring algorithm in real 
driving scenarios, experiments were conducted using the KITTI dataset. This dataset emphasizes 
the algorithm’s robustness and accuracy in actual road scenes, as well as the PD dataset Bdd100k 
which covers various extreme weather conditions. The comparison results of the indicators of the 
four algorithms are shown in Fig. 11. From Fig. 11, it can be seen that compared to the other three 
algorithms, the PSNR and SSIM metrics of the algorithm designed in the study perform better on 
both datasets. The results show that the pedestrian deblurring algorithm based on MC presents a 
notable level of accuracy and robustness in real driving conditions. 

In summary, the pedestrian deblurring algorithm in view of MC designed in this study has 
reached excellent outcomes in both in different datasets. It has also reached excellent outcomes in 
restoring pedestrian details, surpassing several traditional deblurring algorithms and producing 
images closer to reality. In addition, for pedestrians of different sizes, the deblurring effect of the 
algorithm is maintained at a high level, and the deblurring effect is not limited to the size of 
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pedestrians in the image. 

 
a) Peak signal to noise ratio 

 
b) Structural similarity index 

Fig. 11. Comparison results of indicators on the KITTI dataset and the Bdd100k dataset 

4. Conclusions 

As the boost of the society, autonomous vehicle attracts the public’s concern. Security is one 
of the most important issues of concern. Strengthening pedestrian target detection is beneficial for 
improving the safety of autonomous driving. To deblur specific targets of pedestrians in images, 
this study established a PD deblurring model in view of GAN and MC, and designed ID algorithms 
in view of GAN and pedestrian deblurring algorithms in view of MC. The results showed that the 
PSNR and SSIM indicators of Inception ResNet v2 were both the highest, at 29.67 dB and 
0.945 dB, respectively. The PSNR and SSIM metrics of the GAN based ID algorithm are both the 
highest, at 29.7 dB and 0.943 dB, respectively, with the shortest operation time of 0.50 s. The 
pedestrian deblurring algorithm in view of MC has the highest PSNR and SSIM indicators in the 
HIDE test set, reaching 29.4 dB and 0.925 dB respectively. The PSNR and SSIM indicators in the 
GoPro dataset are both the highest, at 40.45 dB and 0.992 dB, respectively. The restored image 
obtained is the clearest and visually effective, with more detailed information visible in the 
enlarged part of the face, which is very close to the real clear image. The restoration effect of the 
enlarged part of the pedestrian is also good, and the deblurring effect is not limited to the size of 
the pedestrian in the image. In summary, the model constructed by the research institute has certain 
feasibility and effectiveness, and has good results in ID and pedestrian detail restoration. However, 
the fuzzy dataset containing pedestrians collected in this study lacks sufficient richness, which 
may affect the practical application effect of the model. Therefore, it is necessary to collect more 
pedestrian fuzzy data for experiments to demonstrate the deblurring effect of the model in different 
scenarios. This would enable the model to be suitably applied to enhance the safety of autonomous 
driving. 
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