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Abstract. Aiming at the problems of low detection accuracy and the large size of the pedestrian 
detection algorithm, to improve the edge intelligent recognition capability of the terminal, this 
paper proposes a lightweight pedestrian detection scheme based on the improved YOLOv5. In this 
paper, the algorithm first takes the original YOLOv5 as the basic framework and uses the Ghost 
Bottleneck module to replace the C3 module in the original YOLOv5 network to reduce the 
number of parameters, eliminate redundant features, and obtain a more lightweight model. Then 
the attention mechanism CBAM module is added to improve the feature extraction capability and 
detection accuracy of the algorithm. After experimental verification, the improved lightweight 
YOLOv5 algorithm significantly reduces the model size and computational cost while 
guaranteeing accuracy, which is suitable for deployment in edge devices. 
Keywords: pedestrian detection, YOLOv5, lightweight, attention mechanism. 

1. Introduction 

Pedestrian detection is an important research in the field of target detection [1], [2]. It aims to 
find all possible pedestrians in the input image and output the location of pedestrians in the image. 
Pedestrian detection can be widely used in fields such as safety monitoring and autonomous 
driving. 

Pedestrian detection techniques have evolved from traditional human-assisted feature 
detection to deep learning-based feature detection. Traditional pedestrian detection algorithms 
require the manual design of filters and features based on the designer’s statistical or a priori 
knowledge. Cheng et al. proposed a pedestrian detection method using a sparse Gabor filter, which 
is designed based on texture features learned from some manually selected typical pedestrian 
images [3]. Ddlal et al. proposed a pedestrian detection method using edge features extracted from 
the HOG extracted edge features for pedestrian detection, which is obtained by computing and 
counting the HOG of some manually selected local image regions. Traditional pedestrian detection 
algorithms are time-consuming and labor-intensive due to manual intervention, with relatively 
low detection accuracy and efficiency [4]. 

With the development of Convolutional Neural Networks, deep learning-based pedestrian 
detection algorithms have pushed the effectiveness of pedestrian detection to an unprecedented 
level. Modern pedestrian detection algorithms based on deep learning can autonomously learn and 
extract target features with high detection accuracy and efficiency [5]. Zhang et al. solved the 
small-scale pedestrian detection problem with non-time symmetric multi-stage CNN, but its 
shortcoming is that it does not perform accurately on the discontinuous information in a small 
range [6]. Xu et al. solved the efficiency problem of pedestrian detection by model reconstruction 
and pruning of the YOLOv3 network but did not consider this special case of pedestrians in gauge 
frequency due to the high number or in a dense state, and there will be a high leakage rate in 
detection [7]. Liu et al. addressed the effectiveness of pedestrian detection in hazy weather with a 
weighted combination layer that combines multi-scale feature maps with squeezing and excitation 
blocks, but the additional computation does not apply to embedded devices and the detection 
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frame rate is low [8]. 
Aiming at the problems of low accuracy of traditional target detection algorithms and large 

volume of deep convolutional neural networks, to further reduce the model volume and improve 
the detection speed while ensuring high detection accuracy, this paper proposes a transmission 
line defect detection scheme based on the lightweight improved YOLOv5. Firstly, the Ghost 
Bottleneck module is used to replace the C3 module in the original YOLOv5 network to reduce 
the number of parameters and eliminate redundant features, and then the attention mechanism 
CBAM module is added to improve the algorithm's feature extraction capability and detection 
accuracy. 

2. Traditional YOLOv5 algorithm 

YOLOv5 has four network models of different sizes, s, m, l, and x. Among them, YOLOv5s 
is the smallest network model, and all the other models continuously increase the network depth 
and width based on it. To achieve a lightweight model and make it easier to port to edge devices, 
YOLOv5s is chosen as the base model in this paper. The following is a schematic diagram of the 
overall network structure of YOLOv5s [9]. 

Fig. 1 shows the overall block diagram of the YOLOv5s target detection algorithm. For a target 
detection algorithm, we can usually divide it into four generic modules, specifically: the input, the 
reference network, the Neck network, and the Head output, corresponding to the four red modules 
in Fig. 1 [10]. 

 
Fig. 1. YOLOv5s network structure 

Input part uses Mosaic data enhancement, adaptive anchor box calculation and adaptive image 
scaling, etc. [11]. Mosaic data enhancement randomly combines 4 images at a time to form new 
image data. Adaptive anchor frame computation can adaptively compute the best anchor frame 
values in different training sets during training. Adaptive image scaling can adaptively add the 
least amount of black edges to the original input image, significantly reducing the amount of 
inference computation.  

Backbone part is used to extract image features, mainly composed of Focus, C3, SPP, and 
other modules. The focus module crops the input image by slicing, reducing the amount of 
computation while increasing the sensory field to avoid the loss of the original information [12]. 
C3 mainly composed of SPP is a spatial pyramid pooling layer, which uses three types of pooling 
kernels of sizes 5, 9, and 13 to maximally pool the input image, effectively improving the 
network’s receptive field.  

Neck is the fusion part of the network, which uses the structure of feature pyramid networks 
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(FPN) plus pyramid attention networks (PAN). The FPN layer passes and fuses the feature 
information from the higher and lower layers by up-sampling, whereas the PAN layer splices the 
lower features with the higher ones so that the features with high resolution in the lower layers are 
passed on to the upper layers. The combination of the two enhances the fusion effect of features 
at different scales and effectively solves the multi-scale problem [13]. 

Head is the prediction part of the network, outputting three sets of vectors containing the 
prediction frame categories, confidence and coordinate positions. GIOU_Loss is used in Yolov5 
as the loss function for target frame regression using non-maximal suppression (NMS) [14]. 

3. Improved lightweight YOLOv5s model 

3.1. Adding the Ghost Bottleneck module 

Ghost convolution is a lightweight convolution module proposed by Huawei’s Noah’s Ark 
Lab in 2020, whose core idea is to obtain more feature maps by performing another linear 
convolution on top of the feature maps obtained by a small number of non-linear convolutions, as 
a way to achieve the elimination of redundant features, and to obtain a more lightweight model, 
which reduces the cost of computation and computational resources [15]. The difference between 
normal convolution and Ghost convolution is shown in Fig. 2. 

 
a) Normal convolution 

 
b) Ghost convolution 

Fig. 2. Comparison of the principles of normal convolution and Ghost convolution 

Assuming that the convolution kernel inputs a feature map of size 𝑐 ∙ ℎ ∙ 𝑤, respectively, the 
input channel, feature map height and width, and outputs a feature map of size 𝑐′ ∙ ℎ′ ∙ 𝑤′ after one 
convolution, with regular convolution kernel of size 𝑘, and linear transformation convolution 
kernel of size 𝑑. After 𝑠 transformations, it can be deduced that the computation of regular 
convolution is 𝑐′ ∙ ℎ′ ∙ 𝑤′ ∙ 𝑐 ∙ 𝑘 ∙ 𝑘, and the computation of Ghost convolution is ᇱ௦ ൌ ℎ′ ∙ 𝑤′ ∙ 𝑐 ∙𝑘 ∙ 𝑘  ሺ𝑠 െ 1ሻ ∙ ᇱ௦ ∙ ℎ′ ∙ 𝑤′ ∙ 𝑑 ∙ 𝑑. The comparison of the two computations is shown in Eq. (1): 

𝑟 ൌ 𝑐ᇱ ∙ ℎᇱ ∙ 𝑤ᇱ ∙ 𝑐 ∙ 𝑘 ∙ 𝑘 𝑐ᇱ𝑠 ∙ ℎᇱ ∙ 𝑤ᇱ ∙ 𝑐 ∙ 𝑘 ∙ 𝑘  ሺ𝑠 െ 1ሻ ∙ 𝑐ᇱ𝑠 ∙ ℎᇱ ∙ 𝑤ᇱ ∙ 𝑑 ∙ 𝑑 
      ൌ 𝑐 ∙ 𝑘 ∙ 𝑘1𝑠 ∙ 𝑐 ∙ 𝑘 ∙ 𝑘  𝑠 െ 1𝑠 ∙ 𝑑 ∙ 𝑑 ൎ 𝑠 ∙ 𝑐𝑠  𝑐 െ 1 ൎ 𝑠. (1)
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From the results, it can be seen that the computational cost of the regular convolution is s times 
that of the Ghost convolution. 

The Ghost Bottleneck module replaces traditional convolution layers with a small number of 
conventional convolutions and a lightweight redundant feature generator. This effectively reduces 
the computational complexity of convolutional neural networks, making them more lightweight 
and easier to deploy on edge devices. The specific structure of the Ghost Bottleneck module is 
shown in Fig. 3. 

 
Fig. 3. Ghost Bottleneck module 

The Ghost Bottleneck module has two structures. One is the Ghost Bottleneck with a stride 
of 1, primarily composed of two stacked Ghost modules. The other is the Ghost Bottleneck with 
a stride of 2, where two Ghost modules are connected by a depth-wise convolution layer with a 
stride of 2, as shown in Fig. 4. 

 
Fig. 4. Two structures of Ghost Bottleneck module 

In the YOLOv5s network, the Bottleneck structure applies convolution operations to the input 
feature map using 32 1×1 convolution kernels followed by 64 3×3 convolution kernels. Therefore, 
in this paper, we replace the original C3 module in the YOLOv5s network with a Ghost Bottleneck 
module with a stride of 1 and replace the CBS module with a Ghost Bottleneck module with a 
stride of 2 to reduce the model's computational complexity. The YOLOv5s model incorporating 
Ghost Bottleneck modules is referred to as Ghost-YOLOv5s, and its structure is depicted in Fig. 5. 
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Fig. 5. Structure of Ghost-YOLOv5s 

3.2. Add attention mechanism CBAM module 

To allocate computational resources to more crucial tasks in situations where neural network 
computational capabilities are limited, attention mechanisms mimic human visual perception. 
They first scan the entire global image to identify target areas that require significant attention. 
Then, these attention resources are focused more intensively on these specific regions to gather 
detailed information related to the targets while filtering out irrelevant information from other 
regions. Therefore, attention mechanisms effectively address the problem of information overload 
by rapidly selecting high-value information from vast amounts of data using limited attention 
resources, thereby enhancing the efficiency and accuracy of task processing. 

In this study, an attention mechanism module, CBAM (Convolutional Block Attention 
Module), is introduced into the YOLOv5s model [16]. CBAM consists of a Channel Attention 
Module (CAM) and a Spatial Attention Module (SAM), incorporating both spatial and channel 
attention, creating a sequential attention structure from spatial to channel dimensions. This design 
achieves a balance between lightweight architecture and significantly improved detection 
performance. The CBAM model structure is illustrated in Fig. 6. 

 
Fig. 6. CBAM module structure diagram 

Given an input feature, the one-dimensional channel attention output is represented as in 
Eq. (2), and the two-dimensional spatial attention output is represented as in Eq. (3): 𝑀ሺ𝐹ሻ ൌ 𝜎 ቀ𝑀𝐿𝑃൫𝐴𝑣𝑔𝑃𝑜𝑜𝑙ሺ𝐹ሻ൯  𝑀𝐿𝑃൫𝑀𝑎𝑥𝑃𝑜𝑜𝑙ሺ𝐹ሻ൯ቁ, (2)𝑀ௌሺ𝐹ሻ ൌ 𝜎൫𝑓ൈሺሾ𝐴𝑣𝑔𝑃𝑜𝑜𝑙ሺ𝐹ሻ;𝑀𝑎𝑥𝑃𝑜𝑜𝑙ሺ𝐹ሻሿሻ൯. (3)
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In the equations, σrepresents the sigmoid function, and MLP denotes a multi-layer perceptron 
comprising two fully connected layers with ReLU activation. 𝑓× represents the convolution 
operation with a 7×7 kernel size. 

The complete attention computation process is represented in Eq. (4) and Eq. (5): 𝐹 = 𝑀ሺ𝐹ሻ⨂𝐹, (4)𝐹ௌ = 𝑀ௌሺ𝐹ሻ⨂𝐹. (5)

where, ⨂ denotes element-wise multiplication. 
This paper introduces the CBAM into the YOLOv5s model. A CBAM module is added to the 

C3 layer of the Backbone, transforming it into CBAM-C3, while keeping the remaining 
parameters of the model unchanged. The structure of CBAM-C3 is depicted in Fig. 7. 

 
Fig. 7. Structure of CBAM-C3 

4. Experiment and result analysis 

4.1. Experimental environment and datasets 

The dataset used in this study includes images of pedestrians captured under various natural 
conditions on roads. To train a robust detection model, the images obtained through data 
augmentation are divided into training, validation, and test sets in an 8:1:1 ratio. 

The experimental environment is outlined in Table 1: The experiments are based on the 
TensorFlow open-source deep learning framework, with programming implemented in the Python 
language. 

Table 1. Experimental platform 
Category Version 

Operating System Windows10 
CPU AMD Ryzen 7 5800H 
GPU NVIDIA GeForce RTX 3060 
RAM 16Gb 

Tensorflow-gpu Tensorflow-gpu1.13.2 
Python Python3.8 

TensorFlow TensorFlow2.0 
Ubuntul Ubuntul16.04 

The batch training data size is 32, the training momentum is set to 0.9, the initial learning rate 
is 0.001, the weight decay is 0.0005, and the training process continues for 200 batches. Stochastic 
Gradient Descent (SGD) is used as the optimization function to train the model 4.2 Evaluation 
indicators. 

In the context of object detection, precision (P), recall (R), PR curve, average precision (AP), 
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and mean average precision (mAP) are commonly used metrics for evaluation. Precision and recall 
are defined as shown in Eq. (6) and Eq. (7): 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃𝑇𝑃 + 𝐹𝑃, (6)𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑇𝑃 + 𝐹𝑁, (7)

where, TP represents the number of true positive predictions, which are cases where the model 
correctly predicts a positive sample as positive. FP represents the number of false positive 
predictions, which are cases where the model incorrectly predicts a negative sample as positive. 
FN represents the number of false negative predictions, which are cases where the model 
incorrectly predicts a positive sample as negative. Precision is the ratio of the number of true 
positive predictions to the total number of positive predictions, while Recall represents the 
proportion of correctly identified positive samples relative to the total number of positive samples. 

PR curve illustrates the relationship between precision and recall. Average precision (AP) is 
the area under the PR curve. A higher AP indicates a more accurate model. Its definition is shown 
in Eq. (8): 

𝐴𝑃 = න𝑃ሺ𝑅ሻ𝑑𝑅ଵ
 , (8)

mAP is the average of the individual class AP and is defined as shown in Eq. (9): 

𝑚𝐴𝑃 = ∑ 𝐴𝑃ேୀ𝑁 . (9)

This article use 𝑃, 𝑅 and 𝑚𝐴𝑃 as evaluation metrics to assess the detection performance of the 
model. 

4.2. Analysis of results 

4.2.1. Model comparison analysis  

The comparison of detection results on the same dataset for Ghost-YOLOv5s and YOLOv5s 
after training is shown in Table 2. Ghost-YOLOv5s, in comparison to YOLOv5s, exhibits a 
reduction in overall model size by 32.8 % and a decrease in parameter count by 33.1 %, while the 
model's accuracy and recall rates remain largely unchanged. Through an analysis of the Ghost 
Bottleneck module, it was found that this module obtains a portion of feature maps through a small 
number of standard convolutions and then generates more feature maps through a simple linear 
operation. In contrast to the working principle of regular convolutions, this operation weakens the 
network's feature extraction capabilities, resulting in a decrease in detection accuracy and causing 
a drop of 0.013 in mAP. 

Table 2. Comparison of YOLOv5s and Ghost-YOLOv5s 
Model mAP Precision Recall Parameters (M) Model size (M) 

YOLOv5s 0.945 0.951 0.942 7.27 14.3 
Ghost-YOLOv5s 0.932 0.949 0.941 4.86 9.6 

After making initial improvements to YOLOv5s by incorporating the Ghost Bottleneck 
module, the network was further enhanced by introducing an attention mechanism known as the 
CBAM module, resulting in the model referred to as CBAM-YOLOv5s. Table 3 presents a 
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comparison of detection results for YOLOv5s, Ghost-YOLOv5s, and CBAM-YOLOv5s before 
and after the inclusion of the attention mechanism CBAM module. Compared to the original 
YOLOv5s, CBAM-YOLOv5s exhibits an increase of 1.1 percentage points in mAP, a reduction 
of 34.8 % in parameter count, and a 34.2 % reduction in model size. When compared to 
Ghost-YOLOv5s, CBAM-YOLOv5s achieves a 0.3 % increase in accuracy, a 2.4 percentage point 
improvement in mAP, and a further reduction in model size. 

Table 3. Comparison of YOLOv5s, Ghost-YOLOv5s and CBAM-YOLOv5s 
Model mAP Precision Recall Parameters (M) Model size (M) 

YOLOv5s 0.945 0.951 0.942 7.27 14.3 
Ghost-YOLOv5s 0.932 0.949 0.941 4.86 9.6 

CBAM-YOLOv5s 0.956 0.952 0.953 4.74 9.4 

4.2.2. Comparison of results 

Fig. 8 illustrates a comparison of the detection results between YOLOv5s and 
CBAM-YOLOv5s for the same road pedestrian images. It is clear that the improved algorithm 
with the addition of CBAM has an obvious advantage over the unimproved YOLOv5 algorithm 
in pedestrian detection, the YOLOv5 algorithm with the addition of CBAM is not disturbed by 
similar objects, and can effectively filter out the background interference in pedestrian detection, 
reducing the false detection rate and improving the detection accuracy. 

 
a) Original image 

 

 
b) YOLOv5s algorithm  

detection 

 
c) CBAM-YOLOv5s algorithm 

detection 
Fig. 8. Comparison of YOLOv5s and CBAM-YOLOv5s test results 

5. Conclusions 

This paper introduces a pedestrian detection algorithm based on lightweight improvements to 
YOLOv5. Firstly, the Ghost Bottleneck module is employed to reduce parameter count and 
eliminate redundant features, resulting in a more lightweight model. Then, an attention mechanism 
called the CBAM module is added to enhance the algorithm's feature extraction capabilities and 
detection accuracy. The experimental results show that the improved algorithm is significantly 
better than the traditional YOLOv5 algorithm in terms of target detection accuracy and leakage 
rate, and it can improve the detection speed and be easily deployed in edge devices while ensuring 
detection accuracy. 

The lightweight model lacks robustness to facial recognition in complex environments and 
lighting conditions, making it difficult to accurately detect targets in some real-world situations. 
The next step will be to further optimize the network structure and improve the loss function to 
improve the robustness, and to study the problems and solutions encountered after the model is 
deployed at the edge so that the model can be refined and improved in real-world pedestrian 
detection applications. 
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