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Abstract. Feature mode decomposition (FMD) has advantages over the other newer 
time-frequency methods such as ensemble empirical mode decomposition (EEMD) and 
variational mode decomposition (VMD) in single channel blind source separation (SCBSS). 
However, FMD has the defect of needing to determine the precise number of fault sources 
manually. To solve the above defect of FMD, an adaptive method for determining the number of 
fault sources based on the shift invariant sparse code (SISC) is proposed. SISC was used to train 
a set of basis functions from the single channel signal, and the corresponding potential components 
were reconstructed firstly. Subsequently, the structural similarity of these potential components 
was used for clustering, and each of the obtained clustering signals represented one kind of fault. 
Then the number of clustering was determined by minimizing the structural correlation among the 
clustering signals. It was considered that the source separation had achieved the best effect when 
the structural difference among the clusters was the largest, and the number of clustering at this 
time was used as the optimal estimated value, which was used as the modal inputs number of FMD 
calculation model to realize SCBSS of rolling bearing. Simulation and experimental analysis were 
carried out to verify the effectiveness of the proposed method, and its superiority was also verified 
through comparison. 
Keywords: single channel blind source separation, rolling bearing, compound faults, adaptive 
feature mode decomposition, sparse representation self-learning dictionary. 

1. Introduction 

As the most common used key supporting component in rotating machinery, the safe running 
of rolling element bearing is very important. In recent years, amounts of studies relating to rolling 
bearing have been arising, which include dynamics, [1-3] simulation, [4-5] vibration monitoring 
[6-7] and fault detection based on self-learning artificial intelligent techniques [8]. As one research 
branch of fault diagnosis for rolling bearings, the extreme case of underdetermined blind source 
separation (UBSS) is to separate each source signal from a single channel of observed signal, 
which has important engineering and implications: 1) The structure of mechanical equipment is 
often compact, which brings great changes to the installation of sensors. Meanwhile, multiple 
sensors also cause more cost and maintenance work, so it is more convenient and popular to have 
as few sensors as possible in engineering application. Even in some cases, only a single sensor 
can be installed due to space constraints, etc. 2) Even in the case of multiple sensors, it is of great 
value for subsequent analysis by doing as much analysis and mining as possible on each sensor 
signal. SCBSS has achieved fruitful research results in speech, signal processing and other signal 
processing fields [9-11]. Though kinds of studies relating to the problem of UBSS based on multi-
channels have been proposed in the area of fault diagnosis, [12-13] there are few researches on 
SCBSS, [14] and the related research needs to be further deepened.  

There are two main problems that needs to be solved as for the application research of SCBSS 
in fault diagnosis: 1) Separate the observed signal being collected from one single channel sensor 
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into multiple single-component signals to represent each fault source signal effectively. 
2) Estimate the number of fault sources correctly. The time-frequency (TF) decomposition method 
is used widely in solving SCBSS. Usually, the original single-channel observed signal is 
decomposed into several single components, and then some criteria are constructed according to 
the obtained single components to estimate the optimal number of fault sources. The Bayesian 
information criterion of VMD is used to estimate the number of fault sources, and the mixing 
matrix is estimated by the constructed VMD hyperplane normal vectors [15]. EEMD and 
constrained independent component analysis (CICA) are combined in UBSS, and sufficient 
observation signals could be obtained through decomposing the original observation signals by 
using EEMD. Subsequently, CICA is proposed to retrieve specified source by using kurtosis and 
waveform factor as constraints [16]. VMD is incorporated into convolutive BSS and a 
multi-dimensional VMD method is developed and used for bearing crack detection [17]. The 
bounded component analysis (BCA) is introduced to identify relevant information and a new 
supervised order tracking BCA is presented for UBSS the fault signals of gear crack [18]. The 
synchrosqueezing transform is combined with an improved density peak cluster method for 
solving UBSS problem, and it is verified that this method has good source recovery performance 
even in the noisy environment [19]. A VMD method guided by fault information is proposed and 
used to decompose the original multi-components signal of rolling bearing, and satisfactory UBSS 
results are obtained [20]. VMD is combined with independent component analysis for UBSS of 
the compound fault of bearings: a series of intrinsic mode functions are obtained by applying 
VMD on the original signal, and then the demodulated signal is transformed into these multi-
channel functions by using Hilbert transform as the input matrix of independent component 
analysis [21]. However, there existed two defects in the above methods: 1) there are often existing 
mode mixing phenomenon in most of the above TF methods. 2) The constructed criterions in the 
above methods often usually assume that there is no existing mode mixing among the decomposed 
modes, so the constructed criterions are not reasonable to some extent. As a new TF method, FMD 
considers both the impulsiveness and periodicity of the fault signal, [22] and could remove 
redundant and mixed modes adaptively during the decomposition process. So FMD is used in the 
paper as an alternative to traditional TF analysis methods.  

As an adaptive and efficient signal processing technology, sparse decomposition has been used 
widely in fault diagnosis, and most of them mainly focused on weak or compound fault diagnosis 
of rotating machinery [23-24]. The references relating to the application of sparse decomposition 
on BSS or UBSS is relative very few. Sparse component analysis (SCA) is the classical sparse 
decomposition theory-based method for solving the problem of UBSS [25]. The rank and sparsity 
of signals are used in UBSS of the composite signals of bearing [26]. Furthermore, most of the 
above references use sparse decomposition for feature extraction or BSS, and very few references 
studying on the application of sparse decomposition in determining the number of fault sources 
have been arising. This paper proposes a method for determining the number of fault sources of 
single channel based on a sparse representation self-learning dictionary. 

A SCBSS method for bearing fault diagnosis by combining SISC and FMD is proposed in the 
paper based on the above stated, and its main contributions are as follows: 1) A fault sources 
number determination method based on SISC is proposed, which could determine the number of 
fault sources correctly based only on one single channel observed signal. 2) FMD is used for 
solving the UBSS problem of bearing fault diagnosis effectively, which has advantage compared 
with EEMD, VMD and other related TF methods. 3) The proposed method is applied to the 
compound fault diagnosis of bearing successfully. The remains of the paper are organized as 
follows: section 1 is dedicated to the fault sources determination method. Flow chart of the 
proposed method and its details are given in section 2. Section 3 and section 4 are the simulation 
and experiment verification respectively. Section 5 makes a comparison and section 6 draws a 
conclusion. 
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2. Single channel blind source separation based on SISC and self-adaptive clustering 

2.1. Single channel blind source separation and SISC model 

It is feasible to study the fault state directly through the waveform performance of the signal 
in case of unpredictable transmission paths from the perspective of diagnosis. Therefore, the linear 
mixed model is considered and used for single channel BSS in the paper, which is also practical 
for processing of fault signal. Each source signal could be represented as linear mixture of a set of 
time-domain features, and the observed signal is linear mixture of these source signals. The single 
source signal could be expressed as following: 𝐱 =  𝐚()𝑠()∈ೖ , (1)

where 𝐱 ∈ 𝑅 is the 𝑘th source signal, 𝜅 is the index set of all the time-domain features  𝐚() ∈ 𝑅 corresponding to the source signal 𝐱. 𝑠() is the coefficients of time domain features. 
The observed signal 𝐱 ∈ 𝑅 is obtained through the linear mixture of source signals: 𝐱 = 𝐱 + 𝛆 = 𝐚()𝑠() + 𝛆, (2)

in which 𝛆 is the gaussian noise. The time-domain features 𝐚() could appear at any time-shifted 
position in the time series. If 𝐚(,) = [𝑎(,ଵ),𝑎(,ଶ),⋯ ,𝑎(,), 0,⋯ ,0]் is defined as a time-domain 
feature that appears from the starting position of the observed signal, the time-shift feature  𝐚(,) = [0,⋯ ,0ᇣᇤᇥ ,𝑎(,ଵ),𝑎(,ଶ),⋯ ,𝑎(,), 0,⋯ ,0]் representing the non-zero elements in 

time-domain features could be obtained, and 𝑞 represents the length of the non-zero sub-vectors 
in the corresponding time domain features. The source signal could then be expressed as one kind 
of shift-invariant linear mixture: 𝐱 =  𝐚(,)𝑠(,)∈ఛ∈ೖ , (3)

where 𝜏 is the set of all possible feature time-shifted positions. The observed signal could be 
expressed as following: 𝐱 = 𝐱 + 𝛆 =  𝐚(,)𝑠(,)∈ఛ∈ೖ + 𝛆. (4)

The matrix form of Eq. (4) is as following: 𝐱 = 𝐀𝐬 + 𝛆. (5)

As for the problem of single-channel blind source separation, all the time domain features 𝐚(,), the coefficients 𝑠(,) of 𝐚(,) and the index set 𝜅 need to be solved, and the solving steps 
are as following: 1) Obtain 𝐚(,) through feature self-learning based on the observed signal. 
2) Calculate 𝑠(,) using coefficient solving algorithm. It should be noted that the solving 
frameworks of both 𝐚(,) and 𝑠(,) are under the condition of sparse constraints. 3) Finally, these 
time domain features are classified by clustering method to obtain the index set 𝜅 of each source 
signal. 

In order to make connections with SISC, we redefine 𝐚() as following: 
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𝐚() = [𝑎(,ଵ),𝑎(,ଶ),⋯ ,𝑎(,)]் , (6)

where 𝐚() ∈ 𝑅, 𝑗 = 1,⋯ ,𝑛, and 𝐚() can time-shift to any position within the signal. 
Considering the more general case, let 𝐱() ∈ 𝑅, 𝑖 = 1,⋯ ,𝑚 be one of the single channel 
observed signals, and Eq. (4) is changed as following: 𝐱() = 𝐱 + 𝛆 =  𝐚() ∗ 𝐬()∈ೖ + 𝛆 = 𝐚() ∗ 𝐬(,) + 𝛆. (7)

The Eq. (7) is exactly the expression of the SISC model, and the solving of time-domain 
features and coefficients based on sparse constraints could be expressed as following: 

min𝐀,𝐒     ቯ𝐱() −𝐚() ∗ 𝐬(,)
ୀଵ ቯଶ

ଶ
ୀଵ + 𝛽ฮ𝐬(,)ฮଵ, , (8)

𝑠. 𝑡.    ฮ𝐚()ฮଶଶ ≤ 𝑐,    1 ≤ 𝑗 ≤ 𝑛, (9)

where 𝐀 = ൛𝐚(ଵ),𝐚(ଶ),⋯ , 𝐚()ൟ, 𝐒 = ൭𝐬(ଵ,ଵ) 𝐬(ଵ,ଶ) ⋯𝐬(ଶ,ଵ) 𝐬(ଶ,ଶ) ⋯⋮ ⋮ ⋱ ൱. 

It could be seen that the solution of time-domain features and coefficients in the single-channel 
observation signal could be converted into the solution of basis functions and sparse coefficients 
in the SISC model, and it is believed that this sparsity constraint is reasonable for solving 
time-domain features with the observed signal. The process of signal sparse representation is also 
a process that trends to reveal the intrinsic shape of the signal. The self-learning characteristics of 
the basis functions are used to solve the time-domain features of the observed signal based on the 
idea of SISC, so that these time-domain features also tend to converge to the intrinsic shape of the 
signal. The solution algorithms of coefficient and basis function based on SISC could be referred 
to reference, [27] which would not be repeated here. 

2.2. Self-adaptive clustering 

The determination of the time domain feature index set 𝜅 is the key step of source separation, 
which determines the number of source signals. Refer to the feature self-learning process of SISC, 
the 𝑗th (1 ≤ 𝑗 ≤ 𝑛) basis function 𝐚() (time domain feature) and its coefficient 𝐬() are obtained. 
Meanwhile, the latent component 𝐥() of the observed signal is also obtained. The 𝑘th source 
signal could be reconstructed as following when 𝜅 is determined: 𝐱 =  𝐥()∈ೖ . (10)

Because the time domain features belonging to the same type of source signal have similar 
signal structures, so the reconstructed latent components based on them also have similar signal 
structures. Therefore, the idea of this paper is to determine the index set by the structural similarity 
between each latent component. There are many ways to characterize the structure of a signal, 
including the time-domain waveform, frequency spectrum, and envelope spectrum (ES), etc. 
Although the time-domain waveforms of potential components belonging to different source 
signals must be different, the potential components of the same source signal may have differences 
in time-domain waveforms due to different energy or matching to different parts of the source 
signal. Spectrum is also not the best way to distinguish the structure, because there is likely to 
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have frequency aliasing or similar spectral structure between different source signals. The 
envelope of the signal also has detailed differences in homologous latent components, which is 
same as time-domain waveform. The envelope spectrum is essentially one kind of description of 
the signal envelope, so it is not easily affected by the local detailed differences of the homologous 
potential components, while the differences of the non-homologous potential components will be 
clearly reflected in the envelope spectrum. Therefore, we use the envelope spectrum commonly 
as the index of the similarities and differences of the potential component structure, and we also 
use the commonly used K-means clustering algorithm as the classification algorithm. 

Regarding the optimal number of clustering, kind of estimation methods have been proposed, 
[31] most of which are based on the idea of minimizing the intro-class distance and maximizing 
the inter-class distance. However, it is difficult to apply the above methods on the source clustering 
of fault signals directly. Although the methods are proposed from a general point of view, they do 
not fully utilize the characteristics of signal processing in fault diagnosis. The optimal clustering 
number determination method proposed in this paper is based on minimizing the correlation of 
the envelope spectrum of each source signal, and the calculation equation of the Pearson 
correlation coefficient of signal 𝐱 and 𝐲 is as following: 

𝜌𝐱,𝐲 = 𝐸ൣ(𝐱 − 𝜇𝐱)൫𝐲 − 𝜇𝐲൯൧𝜎𝐱𝜎𝐲 , (11)

where 𝜇𝐱 and 𝜇𝐲 are the average values of 𝐱 and 𝐲 respectively, 𝜎𝐱 and 𝜎𝐲 are the standard 
deviations of 𝐱 and 𝐲. 𝜌𝐱,𝐲 is a statistical indicator that measures the degree of correlation between 
two variables, which ranges from +1 to –1. +1 means that the two variables are completely 
positively correlated, 0 means that they are completely uncorrelated, and –1 means that they are 
completely negatively correlated. For each possible number of clustering 𝑘, the index set 𝜅 could 
be obtained by the above- mentioned K-means clustering of the potential component’ envelope 
spectrum, and then the source signal could be obtained by using Eq. (10). Eq. (11) is used to 
calculate the Pearson correlation coefficient between two signals, so the mean value 𝜌୫ୣୟ୬ of all 
the Person correlation coefficients could be calculated simultaneously. The corresponding number 
of clustering 𝑘 is the optimal estimation of the number clustering when 𝜌୫ୣୟ୬ is minimum, 
because the correlation between the source signals is weakest among all possibilities. 

3. Flow chart of the proposed method 

Flow chart of the proposed method is presented in Fig. 1, and its details are as follows: 
Step 1: The single channel observed signal 𝐱 is segmented into 𝐱(), so that all the time domain 

features 𝐚() of the observed signal could be obtained by feature self-learning method, that is, 
SISC. It should be noted that the number of basis functions in the SISC algorithm should be 
appropriately large here. 

Step 2: The sparse coefficient 𝐬() corresponding to 𝐚() is calculated by sparse coefficient 
solution according to the results obtained in step 1. 

Step 3: Calculate the latent component 𝐥() according to 𝐚() and 𝐬(). Besides, the normalized 
envelope spectrum of 𝐥() is also calculated. 

Step 4: Carry out K-Means clustering using the normalized envelope spectrum of 𝐥() to get 
the time domain feature index set 𝜅, and the number of clustering range from 2 to 𝑛 (𝑛 is the 
number of basis functions). Subsequently, reconstruct the latent components according to 𝜅 to 
get the current source signal 𝐱, and then the mean of the Pearson correlation coefficient 𝜌୫ୣୟ୬ is 
calculated. 

Step 5: Find the smallest 𝜌୫ୣୟ୬ after completing all the loops in step 4, and the corresponding 
number of clustering 𝑘 is determined. 

Step 6: Determine the optimal number of patterns for FMD, that is the obtained number of 
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clustering 𝑘 in step 5. Input 𝑘 and other default parameters same as reference [22] into the 
calculation model of FMD, and then extract the fault features of the output FMD by using envelope 
spectrum. 

 
Fig. 1. Flow chart of the proposed method 

4. Simulation 

The main flow chart of the simulation is as shown in Fig. 2. 

 
Fig. 2. Main flow chart of the simulation 

The simulated signal model of failed bearing is shown in Eq. (12), and the outer ring fault and 
the inner ring fault of bearing are simulated by using Eq. (12). The sampling frequency of the two 
simulated signals is set as 𝑓௦ = 265.6 kHz, and the inner ring fault characteristic frequency (FCF) 
is set as 105 Hz, and the rotating frequency is set as 10 Hz. The outer ring FCF is set as 32 Hz. 
The compound fault signal of rolling bearing is expressed as the time domain sum of the above 
two simulated signals. Fig. 3(a) shows the time domain waveforms of the composite signal and its 
two components (Inner, Outer and Mixed represent the simulated inner ring, outer ring and 
composite fault signal respectively), and their corresponding envelope spectrum analysis results 
are given in Fig. 3(b). According to the flow chart of the proposed method shown in Fig. 1, the 
compound fault signal is segmented firstly: the signal segment length is set to 1024 points, the 
overlap rate is 0.5, and the basis function length (time domain feature) is 256 points. It should be 
noted that the compound fault situation is considered here, so the number of basis functions (𝑛) 
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needs to be appropriately large, which is selected as 8: 

⎩⎪⎨
⎪⎧𝑥(𝑡) = 𝑠(𝑡) + 𝑛(𝑡) = 𝐴ℎ(𝑡 − 𝑖𝑇 − 𝜏) + 𝑛(𝑡),𝐴 = 𝐴cos(2𝜋𝑓𝑡 + 𝜙) + 𝐶,ℎ(𝑡) = 𝑒ି௧cos(2𝜋𝑓𝑡 + 𝜙ఠ).  (12)

 

 
a) Time-domain waveforms  

of the three simulated signals 

 
b) Envelope spectrum (ES) results  
of the signals as shown in Fig. 3(a) 

Fig. 3. Simulated signals of faulty rolling bearing in different running states 

 
Fig. 4. Learned time features and latent components of the mixed signal as shown in Fig. 3(a) 

The time domain features 𝐚(ଵ)~𝐚(଼) and the corresponding latent components 𝐥(ଵ)~𝐥(଼) as 
shown in Fig. 4 are obtained finally through the SISC feature learning. It could be observed based 
on Fig. 4 that the time domain features capture various morphological characteristics buried in the 
compound signal. Calculate the normalized envelope spectrum of each latent component 
according to step for K-Means clustering. Then calculate the average 𝜌 of the Pearson 
correlation coefficient for each possible number of clusters from 2 to 𝑛, and the relationship 
between 𝜌 and the number of clusters 𝑛 is shown in Fig. 5, thus it is concluded that when the 
cluster number is 2, the cluster number 𝜌 is the minimum, so the optimal number of cluster 
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is estimated to be 2, that is, the number of fault source is 2. Then based on step 6 as presented in 
Fig. 1, the FMD analysis of the original compound fault signal is carried out by using the optimal 
number of fault sources, and the final analysis result is shown in Fig. 6, and satisfactory fault 
characteristics are obtained. 

 
Fig. 5. The mean value of correlation coefficients  

for each clustering number (Simulated signal without noise) 

 
Fig. 6. Decomposed modes of the mixed signal as shown in Fig. 3(a) using FMD and their ES results 

Effectiveness of the proposed method is verified without considering the influence of noise 
through the analysis of the above simulation signals. White Gaussian noise is added to the original 
composite signal as shown in Fig. 3(a) with a signal noise ratio (SNR) of –5 dB, and the composite 
signal with noise is shown in Fig. 7(a), based on which the fault shock characteristics are basically 
submerged completely and difficult to be distinguished. Based on the method shown in Fig. 1, we 
still analyze the noised compound fault signal. In fact, some basis functions must be interfered by 
noise and converge to the random state, and some basis functions will converge to the form of 
fault features in the process of SISC feature self-learning. At this time, there must be 
morphological differences between the basis functions that converge to the random state, and the 
basis functions that converge to the fault feature, so these basis functions that converge to the 
random state can be considered as a component of the mixed signal. The above mentioned method 
and process are still applicable, but there is an additional random component. Fig. 7(b) shows the 
8 basis functions after the SISC self-learning process, from which it could be observed that some 
basis functions exhibit fault shock characteristics, and some basis functions are disturbed by noise 
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and converge to the random state. The mean value 𝜌୫ୣୟ୬ of the Person correlation coefficient is 
calculated for each number of clusters, and its relationship with the number of clusters is shown 
in Fig. 7(c), in which 𝜌୫ୣୟ୬ is smallest when the number of clusters is 3, so the optimal number 
of clusters is estimated to be 3, that is, the number of fault sources is 3. Similarly, the optimal 
number of fault sources is used to apply FMD on the original composite fault signal, and the final 
analysis results are given in Fig.8, based on which satisfactory fault features are extracted. 

a) The mixed signal as shown in Fig. 3(a) | 
with added strong background noise 

b) The mean value of correlation coefficients for 
each clustering number (Simulated signal with noise) 

 
c) The learned basis functions of the signal as shown in Fig. 7(a) 

Fig. 7. Verification using simulated signal with added noise 

5. Experiment 

Three kinds of rolling bearing’ compound faults are analyzed in the section: 1) Outer ring fault 
and inner ring fault (OI). 2) Outer ring fault and ball fault (OB). 3) Outer ring fault and inner ring 
fault and ball fault (OIB). Fig. 9(a) is the test rig, and the test bearing is installed on the bearing 
seat at the outer end of the test bench, and its inner ring is assembled with the drive shaft, which 
is driven by the motor through the synchronous belt. Install acceleration sensors at the horizontal 
and vertical positions of the bearing housing (this experiment only needs the signal collected from 
one single channel). Fig. 9(b) is the signal acquisition system, which uses the NI PXI hardware 
platform and LabVIEW software development platform. In the experiment, the rotational speed 
of the main drive shaft is 800 r/min, and the sampling frequency of the signal acquisition system 
is 8192. The model of the test bearing is NU205, and the faults of its various components are 
processed by electrical discharge machining (EDM). The actual pictures of faults occurring on the 
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outer ring, inner ring and rolling elements are shown in Fig. 10(a)-(c). Table 1 is the main 
geometric parameters of the test bearing, and Table 2 gives the theoretical fault characteristic 
frequency. 

 
Fig. 8. Decomposed modes of the mixed signal with noise  

as shown in Fig. 7(a) using FMD and their ES results 

 
a) Test rig 

 
b) Signal collection system 

Fig. 9. Experimental rig and the signal collection system 

   
Fig. 10. Different fault of rolling element bearing created by EDM 
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Table 1. Geometrical parameters of bearing NU205 
Type Number of balls Ball diameter (mm) pitch diameter (mm) Contact angle (°) 

NU205 12 7.5 39 0 

Fig. 11(a) and Fig. 11(b) show the time domain waveforms of three kinds of compound faults 
and their corresponding envelope spectrum analysis results respectively. Though some FCFs 
could be observed in Fig. 11(b), the features are not clear enough to verify the compound faults 
arising on different components of the test bearing: ES result of OI is complex, and the inner ring 
FCF 95 Hz and its harmonics, the outer ring FCF 65 Hz and its harmonics, and the rotating 
frequency components are all intertwined in the same envelope spectrum. In the ES of OB, only 
the outer ring FCF and its multiplier component can be seen, indicating that the energy of the outer 
ring fault excitation is very large, while the characteristic energy caused by the rolling defect is 
very small, and the ball fault cannot be detected effectively in the envelope spectrum. Various 
frequency components in the ES of OIB are complex, and various fault components have certain 
reactions. Unfortunately, all of the reactions are not obvious enough. Besides, the ideal results are 
to separate the original compound fault signal into several different single components.  

 
a) Time domain waveforms of the rolling  
bearing’ three kinds of compound faults  

 
b) ES results of the signal as shown in Fig. 11(a)  

Fig. 11. Time domain waveforms of the rolling bearing’ three kinds  
of compound faults with their envelope spectrums 

 
a) OI b) OB 

 
c) OIB 

Fig. 12. The learned basis functions of the three kinds of signals as shown in Fig. 11(a) 

The proposed method is applied on the three kinds of signals in Fig. 11(a) respectively, and 
the parameters of the algorithm are the same as those in the simulation: the length of the signal 
segment is 1024, the overlap rate is 50 %, the length of basis function is 256, and the number of 
basis functions is 8. The eight self-learning time domain features are shown in Fig. 12, in which 
the number a~c corresponds to the three types of observation signals given in Fig. 11(a) 
respectively. The relationship between the average value of the Pearson correlation coefficient 
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and the number of clusters of the three states are given in Fig. 13, based on which it can be seen 
that the first two observed signals both reach the minimum value when the cluster number is 2, 
and the third observed signal reaches the minimum value when the cluster number is 3. Based on 
the above analysis results, it is verified that the estimated source number in the experiment is 
consistent with the actual source number, so the above process also verifies the effectiveness of 
the fault source number estimation method.  

 
a) OI 

 
b) OB 

 
c) OIB 

Fig. 13. The mean value of correlation coefficients for each clustering number  
(The three kinds of signals as shown in Fig. 11(a)) 

 
a) OI 
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b) OB 

 
c) OIB 

Fig. 14. Decomposed modes of the compound fault signals as shown  
in Fig. 11(a) (OI, OB and OIB) using FMD and their ES results 

According to the fault sources number, the three compound fault signals given in Fig. 11(a) 
are processed by FMD, and the final result is given in Fig. 14: Fig. 14(a) is the decomposed modes 
of the compound fault signal (OI) and their ES results, based on which it could be observed that 
each mode represents the single fault component: the above mode represents the single component 
of outer ring fault and the bottom modes represents the single component of inner ring fault, and 
their corresponding ES results further verify the separation effectiveness. Similarly, the 
corresponding decomposed results of the OB and OIB compound fault signals are given in 
Fig. 14(b) and Fig. 14(c), based on which satisfactory separation results could be observed. 
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6. Comparison 

EEMD is the improvement of empirical mode decomposition (EMD), which not only retains 
the self-adaptability advantages of EMD, but also solves the problem of mode mixing. SCBSS 
could be realized by using EEMD to decompose the analyzed signal into several intrinsic mode 
function (IMFs), so EEMD is used for comparison firstly. Take the most complex compound fault 
signal in Fig. 11(a) as the object, that is OIB, and its corresponding EEMD analysis result is given 
in Fig. 15(a) (only 8 intrinsic mode function (IMFs) are presented).  

 
a) Decomposed result of the signal as shown in Fig. 11(a) (OIB) using EEMD 

 
b) Envelope spectrum result of the imf1  

as shown in Fig. 15(a) 

 
c) Envelope spectrum result of the imf2  

as shown in Fig. 15(a) 

 
d) Envelope spectrum result of the imf3 as shown in Fig. 15(a) 

Fig. 15. Decomposed result of the signal as shown in Fig. 11(a) (OIB) using EEMD  
and the ES results of selected imfs 

The calculated kurtosis values of the eight IMFs show that the first three IMFs (imf1-imf3) 
have the largest kurtosis value, which proves that they contain more shock fault characteristic 
components. Fig. 15(b), (c), and (d) are the ES analysis results of the three IMFs respectively. 
Based on the envelope spectrum results in Fig. 15(b), only the FCF of the inner ring can be 
extracted, while the FCFs of outer ring and rolling balls cannot be extracted effectively. The 
superiority of FMD for blind source separation of composite fault signals compared with EEMD 
is proved. In addition, EEMD still has the problem that it cannot judge the number of fault sources 
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effectively during blind source separation. It is often necessary to judge the corresponding 
component manually according to the kurtosis index of each IMF, which has great chance to 
extract fault feature. 

VMD could be used for SCBSS similar as EEMD theoretically, so it is also used here for 
comparison. Firstly, VMD is used to decompose the signal in Fig. 11(a) into several modes, and 
the decomposed result are presented in Fig. 16(a), (c) and (e). The number of decomposition mode 
is set as 3. Subsequently, apply ES analysis on the three modes and their corresponding results are 
shown in Fig. 16(b), (d) and (f). It could be observed that the outer ring and inner ring fault could 
be identified based on Fig. 16(b) and (d) respectively, the ball fault could not be identified based 
on Fig. 16(f). Besides, there are existing mode mixing between Mode 2 and Mode 3, because they 
both reflect inner ring fault. This comparison further verifies the superiority of the proposed 
method over VMD. 

a) Mode 1  b) Envelope spectrum result of the imf1  
as shown in Fig. 16(a) 

 
c) Mode 2  

 
d) Envelope spectrum result of the imf1  

as shown in Fig. 16(c) 

 
e) Mode 3 f) Envelope spectrum result of the imf1  

as shown in Fig. 15(e) 
Fig. 16. Decomposed result of the signal as shown in Fig. 11(a) (OIB)  

using VMD and the ES results of the obtained Modes 

7. Conclusions 

As for the problem of SCBSS, one of the challenges is to determine the number of fault sources 
accurately. This paper presents a new method to solve the above difficulty by combining sparse 
decomposition self-learning dictionary with FMD. The sparse decomposition self-learning 
dictionary naming SISC is used for determining the optimal number of fault sources correctly, and 
the FMD method is used to separate the observed single channel fault signal into multiple single 
components using the determined fault sources number. Firstly, the feasibility is verified by 
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applying the proposed method on the simulated compound fault signal of rolling bearing. 
Furthermore, the noise robustness of the proposed is also verified by simulation. Subsequently, 
the effectiveness of the proposed is verified by experimental signal. Finally, the advantage of the 
proposed over the other two TF methods (EEMD and VMD) is also presented by comparison 
study. 

The current research of the paper mainly focuses on SCBSS of rolling bearing under stable 
operating speed. Compared with constant speed operating environment, the collected information 
reflecting the operating status of equipment under variable speed conditions is more challenging 
to diagnose due to speed fluctuations, and the diagnosis of compound faults in rolling bearing 
under variable speed condition is even more difficult. I believe that the proposed method combines 
the advantages of sparse representation self-learning dictionary algorithm (SISC) and FMD, and 
has great potential in the application of composite fault diagnosis of rolling bearings under variable 
speed conditions. In the future research, the proposed method will be combined with the order 
tracking analysis to expand its research on fault diagnosis of rotating machinery under variable 
speed condition. Besides, how to further expand from theory to more practical applications, I 
believe there is still a very long way to go. Of course, this is not denying theoretical research. 
Theoretical research can never stop, but the transformation of theoretical achievements requires 
the joint efforts of all scholars. 
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