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Abstract. At present, in the medical field, drug screening is usually performed using in vivo drug 
experiments. However, it is very time-consuming and laborious to conduct in vivo experiments 
on a large number of drugs to be screened one by one. This paper attempts to propose using 
machine learning algorithms to perform preliminary screening of a large number of compounds 
to be screened and their molecular structures to reduce the workload of in vivo experiments. 
Among them, it is internationally recognized that there is an important association between breast 
cancer progression and the alpha subtype of the estrogen receptor. Anti-breast cancer drug 
candidates with excellent efficacy need to contain compounds that can better antagonize ERα 
activity. In this paper, the research object is narrowed down from compounds to the molecular 
structure of the compounds, and then the random forest regression algorithm is used to develop 
the molecular structure-ERα activity prediction model. Molecular structures with significant 
effects on biological activity were screened from molecular structure descriptors in numerous 
compounds. Four different kernel functions were used to conduct comparative experiments, and 
finally a support vector regression algorithm based on radial basis kernel function was established, 
which realized the quantitative prediction of compounds on biological activity of ERα, and could 
find potential compounds beneficial to breast cancer treatment. This is a novel, computer-based 
method for preliminary drug screening, which can help medical researchers effectively narrow the 
scope of experiments and achieve more accurate optimization of drugs. 
Keywords: drug screening, random forest regression, radial basis kernel function, support vector 
machine. 

1. Introduction 

In recent years, with the accelerated pace of people’s lives, external factors such as smoking, 
alcoholism and poor eating habits lead to an increasing risk of breast cancer. Breast cancer is 
known as the number one killer that threatens women’s health. According to the “Global Cancer 
Statistics 2020” jointly released by the World Health Organization (WHO), the International 
Agency for Research on Cancer (IARC) and the Cancer Society (ACS) in 2020, the incidence of 
breast cancer is increasing rapidly, accounting for 11.7 % of all cancer cases. Breast cancer, with 
2.26 million cases worldwide, has surpassed lung cancer with 2.2 million cases to become the 
number one cancer in the world, and the number of cases of breast cancer is higher in developing 
countries [1]. Anticancer treatment has always been an important problem in medicine, but good 
development and progress have been made in the detection and precise treatment of breast cancer 
[2]. If timely detection and active treatment are available, most breast cancer patients have a higher 
probability of survival than other cancer patients. Under the current level of medical care, the 
5-year survival rate of breast cancer patients can reach more than 89 %. Such good therapeutic 
effect of breast cancer is mainly attributed to the emergence of a large number of estrogen receptor 
(ERα) antagonist drugs in recent years, such as tamoxifen and raloxifene [3], the most commonly 
used drugs in the clinical treatment of breast cancer.  
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ERα is a regulatory protein that can interact with different agonists and antagonists, as well as 
transcriptional activators and inhibitors to undergo extensive remodeling [4]. Estrogen receptors 
do have an important impact on the development of breast cancer [5]. Estrogen receptors alpha 
(ERα) is expressed in 50 %-80 % of breast tumor cells, while the probability of expression in 
normal breast epithelial cells is no more than 10 %. Antihormone therapy is now used to treat 
patients with ERα-expressing breast cancer by regulating estrogen receptor activity to further 
controls estrogen levels in the body. Therefore, ERα is now recognized by the medical community 
as an important target for breast cancer treatment [6]. Drugs containing compounds that are better 
antagonistic to ERα activity are more suitable as anti-breast cancer drug candidates. For example, 
Wang Qiang demonstrated that tamoxifen and 17-β Estradiol can interact with ERα. The 
combination of 36 reveals ERα 36 mediates the molecular mechanism of tamoxifen in promoting 
breast cancer metastasis, which provides an important basis for molecular typing and 
individualized treatment of breast cancer [7]. However, there may be thousands of compounds 
that affect the biological activity of ERα. It will consume a lot of time and cost to carry out 
pharmaceutical experiments for each compound. Moreover, each compound contains nearly a 
thousand molecular structures, and not all molecular structures contained in a compound have an 
effect on the biological activity of ERα, so it is inappropriate to establish a direct mapping 
relationship between the compounds and the biological activity of ERα. 

Recently, data mining methods such as data analysis and machine learning have also been 
gradually applied to predict ERα biological activity and screen related drugs. In 2022, Du Xueping 
proposed the use of multiple linear regression models to establish compounds for predicting ERα 
activity, proving the feasibility of using data analysis methods to predict ERα activity, providing 
great inspiration [8]. In the same year, He Yi and others used 3 σ. After the Outlier are removed 
from the criteria, the Random forest algorithm is used to predict the ERα biological activity, and 
a better prediction effect is obtained [9]. However, these models are all based on direct prediction 
of all compounds in the full dataset, and the high prediction accuracy was not achieved. In 
response to this issue, this article proposes a method to establish a model by first screening 
important compounds and then predicting their activity.  

2. Data overview and preprocessing 

2.1. Data overview 

A total of 1974 compounds with bioactivity data against ERα are included in the dataset. 
Among them, the structural formulas of the 1974 compounds are provided, expressed as one-
dimensional linear expressions SMILES (Simplified Molecular Input Line Entry System); The 
bioactivity of the compound against ERα is expressed as pIC50 (IC50 is an experimentally measured 
value in nM, the smaller the value the greater the bioactivity and the more effective it is in 
inhibiting ERα activity. The pIC50 is the negative logarithm of the IC50 value, which usually has a 
positive correlation with the bioactivity, i.e. a higher pIC50 value indicates higher bioactivity). The 
1974 compounds are numbered sequentially and the corresponding pIC50 values are observed. The 
scatter diagram is shown in Fig. 1. 

Based on the data characteristics it is found that there are no missing values in the data of 729 
molecular descriptors constituting 1974 compounds, and the corresponding pIC50 values are 
distributed in [2, 10] range. The distribution is overall uniform, with the pIC50 values of the data 
numbered 1100 to 1300 concentrated on the [4, 5] range. 

2.2. Data pre-processing 

There is a dimension gap between the independent variables, which requires normalization of 
the data for easier application of subsequent data and to improve the accuracy of subsequent 
predictions [10]. Data normalization is to realize the indexation of statistical data. It mainly 
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includes data trending processing and dimensionless processing. Data trending processing mainly 
solves the problem of data having different properties. The direct aggregation of indicators with 
different properties often does not correctly reflect the combined results of different influencing 
factors. We should first consider changing the nature of the inverse index data so that the forces 
of all indicators on the evaluation scheme are trended, and then aggregated to get the correct 
results. The dimensionless data processing mainly addresses the comparability of data. After the 
above standardization process, the original data are transformed into dimensionless index 
evaluation values, i.e., all index values are at the same quantitative level and can be 
comprehensively evaluated and analyzed. According to the distribution of the data set described 
in the previous subsection, the Min-max method is chosen here for normalization, and the specific 
formula is as follows: 𝑥∗ = 𝑥 − 𝑚𝑖𝑛𝑚𝑎𝑥−𝑚𝑖𝑛, (1)

where 𝑥 denotes the original data, 𝑥∗ denotes the normalized data, min and max denote the 
minimum and maximum values of a certain group of data, respectively. After normalization, the 
data are mapped to the range of [0, 1] proportionally, and the indicators are in the same order of 
magnitude, which is convenient for subsequent use. The data normalization not only improves the 
convergence speed of the model, but also is helpful for the improvement of the classification 
accuracy and the computational accuracy of the model. 

 
Fig. 1. Distribution of plC50 values 

3. Random forest-based molecular structure descriptor screening 

3.1. Experimental process 

Before drug research and development, we can choose to establish the quantitative prediction 
model of each molecular structure in the compound to ERα biological activity to screen the 
compounds. The molecular structure descriptors are used to represent the corresponding molecular 
structures. The molecular structure descriptors of these compounds are taken as the known 
independent variables and the biological activity of ERα is taken as the dependent variable. 
Finally, the effect of the corresponding compound on the biological activity of the ERα is 
predicted by the molecular structure descriptor of the compound. The data contains information 
on 1974 compounds and 729 molecular descriptors that make up these compounds. Considering 
the large dimensionality of the dependent variable in the data, based on existing research 
mentioned in reference [7], it is known that for ERα There are few molecular descriptors that have 
an impact on the biological activity value, so we can first select the molecular structure descriptors 
that have a significant impact on the ERα biological activity value through the model, and rank 
the impact of each molecular structure descriptor variable on the biological activity. Here, the 
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random forest regression algorithm is used to rank the importance of each variable, and the top 20 
molecular descriptors with significant influence on biological activity are selected as the main 
influencing factors on the biological activity of the compounds, achieving the effect of dimension 
reduction of the original huge data. The entire research process of this article is shown in Fig. 2. 

 
Fig. 2. Overall analysis flow chart 

Then, the top 20 molecular structure descriptors with significant influence on compound 
activity are used to perform quantitative analysis. Linear, polynomial, radial basis and Sigmoid 
functions are used as the kernel functions of the support vector machine to build the support vector 
regression model, respectively. The best parameters under each kernel function are obtained by 
parameter tuning, and the support vector regression model under the best kernel function is 
selected after comparing the fitting degree to achieve the prediction of the biological activity of 
ERα corresponding to the compound. Thus, a predictive model from compound to molecular 
structure descriptors to ERα bioactivity values is developed, achieving the purpose of optimizing 
anti-breast cancer drug candidates. This preliminary screening of compounds based on machine 
learning models greatly reduces the number of drug experiments that need to be performed and is 
of great significance for the advancement of the drug research process. 

3.2. Overview of random forest algorithm 

Random forest is a highly flexible integrated machine learning algorithm [11], which consists 
of a combination of multiple decision trees. Each decision tree can be considered as a classifier 
and is not correlated with each other. For each sample of the input, 𝑁 decision trees produce their 
respective 𝑁 results. and the results of each decision tree will be integrated to play a common role, 
reflecting the idea of Bagging [12]. The importance of each feature will be generated when the 
random forest model is established, and the features with strong importance will be selected [13]. 
Fig. 3 shows the flow chart of the random forest algorithm. 

Through self-service sampling technology, the algorithm randomly selects 𝑚 samples from 
the training sample set in the original data to generate a new sample training set (The sample is 
put back in after each selection). The dimension of each sample is 𝑎, and then 𝑛 features are 
randomly selected from the training set to form a decision tree. Repeat the above steps, and finally 
classification or prediction results is obtained. Based on the highly accurate prediction results 
obtained, the ranking of the degree of influence of each variable on the activity of the dependent 
compound can be further analyzed by observing the number of weights of each molecular 
descriptor. The ranking for feature importance can be further divided into ranking based on 
impurity and accuracy, and the degree of influence of the independent variables on the dependent 



APPLICATION OF MACHINE LEARNING ALGORITHMS IN DRUG SCREENING.  
KE JIN, CUNQING RONG, JINCAI CHANG 

 JOURNAL OF COMPLEXITY IN HEALTH SCIENCES. DECEMBER 2023, VOLUME 6, ISSUE 2 39 

variable is determined based on the influence of each variable change on the impurity and accuracy 
of the results. 

 
Fig. 3. Flow chart of random forest algorithm 

The key in the algorithm is to determine the nodes of the decision tree according to the Gini 
coefficients [14], which can be defined as: 

𝐺𝑖𝑛𝑖ሺ𝑡ሻ = 1 −[𝑝(𝑗|𝑡)]ଶே
 , (2)

𝑝(𝑗|𝑡) is the probability of class label 𝑗 at node 𝑡. When the Gini coefficient takes the minimum 
value of 0, all records at 𝑡 belong to the same class, indicating that the most useful information 
can be obtained. When node 𝑡 is split by 𝑘 sub-nodes, the split Gini coefficient is: 

𝐺𝑖𝑛𝑖௦௧ = 𝑁𝑁
ୀଵ 𝐺𝑖𝑛𝑖(𝑖), (3)

where 𝑁 is the number of records of the 𝑖-th child node and 𝑁 is the number of records of the 
parent node 𝑡. The random forest is constructed from the decision tree, and the features are 
selected according to the random forest. 

The specific steps of the algorithm are as follows. 
1) Randomly select 𝑚 sample subsets from the training set as the root node samples of each 

tree; 
2) Build a decision tree based on these 𝑚 sample subsets, randomly select 𝑛 features to be 

selected, and from which the best attributes are selected as split nodes to complete the split; 
3) Repeat the above two steps until a preset threshold is reached and each decision tree is fully 

grown; 
4) Repeat the above three steps until the preset number of trees is reached, i.e. regress each 

decision tree of the test sample, and finally take the arithmetic mean of all results as the final 
output result of the model; 

5) Based on the importance coefficients of each feature in the prediction results, the feature 
ranking of the molecular descriptors is then obtained. 

In the random forest Boosting algorithm, feature importance is to reorder the original 𝑚 
samples and 𝑛 feature values continuously, and check their impact on the regression results to 
further identify the features that have a significant impact on the target. 
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3.3. Random forest model solving 

After preprocessing the data set with numerical type detection and normalization, the random 
forest algorithm is selected to analyze the importance of the effect of each independent variable 
on the activity of the compounds. The training set and test set are divided according to the ratio of 
7:3. Based on the sklearn.RandomForestRegressor library provided by Python language, a random 
forest algorithm model is established for regression analysis to get the weight vector of data 
indicators 𝑊 = (𝑤ଵ,𝑤ଶ, . . . ,𝑤), 𝑤 ∈ 𝑅ା, and then the final feature ranking vector is obtained 𝑅 = (𝑟ଵ, 𝑟ଶ, … , 𝑟), whose absolute value is the degree of influence of each variable on the pIC50 
value, and the top twenty molecular structure descriptors with the most significant influence on 
the pIC50 value are shown in the Table 1.  

Table 1. The top twenty molecular structure descriptors with the most significant influence on the pIC50 

No. Molecular structure 
descriptors 

Level of 
importance No. Molecular structure 

descriptors 
Level of 

importance 
1 minsssN 0.2533 11 VC-5 0.0209 
2 LipoaffinityIndex 0.1706 12 nHBAcc 0.0088 
3 MDEC-23 0.1187 13 minHBint5 0.0047 
4 maxHsOH 0.1055 14 minsOH 0.0039 
5 minHsOH 0.0911 15 hmin 0.0024 
6 MLFER_A 0.0766 16 ATSc2 0.0020 
7 C1SP2 0.0353 17 BCUTp-1h 0.0017 
8 maxssO 0.0324 18 ATSc3 0.0011 
9 MLogP 0.0312 19 MDEC-33 0.0009 

10 BCUTc-1l 0.0264 20 TopoPSA 0.0009 

Bar chart of the feature importance scores corresponding to the top 20 molecular structure 
descriptors with the most significant impact on biological activity is as follows Fig. 4. 

 
Fig. 4. Top 20 molecular descriptors in terms of importance 

Among the obtained results, the molecular body minsssN has the highest weight on the pIC50 
value with 25.33 %. Next, the influence of LipofaffinitityIndex on the pIC50 value has also reached 
17.06 %. The top 20 molecular structures with the greatest influence on the pIC50 value add up to 
98.84 % of the importance, while the other 709 molecular structures account for only 1.16 %. 
There are 11 molecular structures with importance above 2 %, accounting for a total of 94.11 %. 
It is enough to show that these 20 molecular structures have an influence on the pIC50 value. 

The mean squared error (MSE) is used as the regression index after applying the model to 
obtain predicted values in the test set and comparing them with the true values [15]: 
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𝑀𝑆𝐸 = 1𝑁 (𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑ேୀଵ − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)ଶ. (4)

In the above formula observed is the true value and predicted is the predicted value. The MSE 
of the model line running on the test set is 0.03684, which indicates that the model achieves a 
good regression effect. According to the algorithmic characteristics of the random forest 
regression algorithm, it can be seen that each feature is obtained by weighted summation. The 
larger the absolute value of the weighting coefficient is, the more important the corresponding 
feature is, so this screening method is reasonable. Finally, the 20 molecular structure descriptors 
that have a greater weight on the pIC50 value screened by this method are also reasonable. 

4. Random forest-based molecular structure descriptor screening 

4.1. Overview of support vector regression algorithm 

Support vector regression algorithm is an application of support vector machine algorithm in 
the face of regression problems [16]. The support vector machine algorithm is a machine learning 
algorithm based on the principle of structural risk minimization, and its basic idea is to find an 
optimal surface between two classes of samples, so that the error of each sample in the two 
classification sets is minimized, but the distance of the classification intervals between the two 
classification sets is maximized. However, in this instance, considering the large dimensionality 
of the sample data, three cases of sample points linearly divisible, approximately linearly divisible, 
and linearly indivisible are tested separately. If linearly indivisible, a kernel function is introduced 
to map the high-dimensional sample data to the low-dimensional, so as to find the optimal surface 
of classification in the sample data [17, 18]. 

The linear separable case means that there exists an optimal classification surface P that can 
separate two types of sample points with different properties in the sample. P1 and P2 surfaces 
pass through some of the sample points and these two surfaces are parallel to the H surface, and 
the points on P1 and P2 surfaces are the nearest points to the rightmost surface, and the distance 
between P1 and P2 surfaces is defined as the classification interval, and the points falling on the 
two parallel lines are the support vectors. The specific representation is shown in the following 
Fig. 5. 

 
Fig. 5. Support vector machine schematic 

If the sample is linearly differentiable, the sample set can be assumed to be (𝑥 ,𝑦),  𝑖 = 1,2, . . . ,𝑛; 𝑥 ∈ 𝑅ௗ, 𝑦 ∈ {+1,−1}, where +1 and −1 denote sample categories. 𝑥 will be 
classified. If 𝑥 is within the first class of sample points, 𝑦 is denoted as +1, and if 𝑥 is within 
the second class of sample points, 𝑦 is denoted as −1. After normalizing the parameters, a 
corresponding inequality is obtained to constrain the set of samples to be classified, as shown in 
the following Eq. (5): 
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𝑦[(𝜔 ⋅ 𝑥) + 𝑏] − 1 ≥ 0,     𝑖 = 1,2, … ,𝑛, (5)

where 𝜔 satisfies the equation 𝜔 ⋅ 𝑥 + 𝑏 = 0. From this, we can know that the interval between 
the two parallel lines P1 and P2 is 2 ‖𝜔‖⁄ . If the sample satisfies the constraint of Eq. (4), the 
classification error rate is zero, so if the classification interval is larger, the empirical risk is 
smaller. Thus, the sample classification problem is quantified in such a way that the classification 
is better when the value of ‖𝜔‖ is minimized. 

After transforming the above problem into a problem of minimizing structural risk, the specific 
formula is as follows: 𝑚𝑖𝑛 12 ‖𝜔‖ଶ, 𝑠. 𝑡.𝑦൫(𝜔 ⋅ 𝑥) + 𝑏൯ ≥ 1,     𝑖 = 1,2, . . . ,𝑛. (6)

The Lagrangian approach transforms the above problem into a dual problem: 

𝐿 = 12 ‖𝜔‖ଶ −𝛼[𝑦(𝜔 ⋅ 𝑥 + 𝑏) − 1]
ୀଵ , (7)

where 𝑎 is 𝛼ଵ non-negative Lagrange multiplier. Then the dual problem of the optimization 
problem is obtained as follows: 

𝑚𝑎𝑥𝛼 − 12𝛼𝛼𝑦𝑦(𝑥 ⋅ 𝑥)
ୀଵ


ୀଵ


ୀଵ , 

𝑠. 𝑡.𝑎𝑦
ୀଵ = 0,      𝑎 ≥ 0,      𝑖 = 1,2, . . . ,𝑛. (8)

In general 𝛼 = 0 and then the sample corresponding to 𝛼 ≠ 0 is called support vector 
machine. 

The approximately linearly divisible case means that when the above case is not divisible, a 
non-negative relaxation variable can be introduced to transform Eq. (7) into: 𝑦[(𝜔 ⋅ 𝑥) + 𝑏] − 1 + 𝜁 ≥ 0,      𝑖 = 1,2, . . . ,𝑛. (9)𝜁 is an allowable deviation from the optimal classification surface. Thus, the original problem 
can be modified as follows: 

𝑚𝑖𝑛 12 ‖𝜔‖ଶ + 𝑐𝜁
ିଵ , 𝑠. 𝑡.𝑦൫(𝜔 ⋅ 𝑥) + 𝑏൯ ≥ 1 − 𝜁     , 𝜁 ≥ 0,     𝑖 = 1,2, . . . ,𝑛, (10)

where 𝑐 is a penalty parameter, indicating the degree of punishment for classification errors in the 
classification process. The larger the 𝑐 value is, the higher the classification accuracy is, and the 
smaller the 𝑐 value, the lower the classification accuracy. However, the larger the value of 𝑐 is, 
the more difficult it is to classify the model, so a middle value should be found to achieve the best 
adaptability and accuracy of the model calculation. 

The linear indivisible case refers to the fact that some problems may not find an optimal 
classification surface in real life, so it is necessary to use a nonlinear mapping 𝜑 to process the 
sample set and map the samples to a higher dimension, so that they can be linearly divisible in this 
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high-dimensional space. Therefore define 𝜑 as: 𝜑: 𝑥 ⊂ 𝑦𝑅ௗ → 𝜑(𝑥) ⊂ 𝐻. (11)

Similar to the approximately linearly divisible problem, a classification surface is constructed 
in a high-dimensional space: 𝜔 ⋅ 𝜑(𝑥) + 𝑏 = 0. (12)𝜔, 𝑏(𝜔 ∈ 𝐻, 𝑏 ∈ 𝑅) correspond to the solutions of the following optimization problems: 

𝑚𝑖𝑛 12 ‖𝜔‖ଶ + 𝑐𝜁
ିଵ , 𝑠. 𝑡.𝑦൫(𝜔 ⋅ 𝜑(𝑥)) + 𝑏൯ ≥ 1 − 𝜁 ,      𝜁 ≥ 0,     𝑖 = 1,2, . . . ,𝑛. (13)

The corresponding dual problem is: 

𝑚𝑎𝑥𝛼 − 12𝛼𝛼𝑦𝑦(𝑥 ⋅ 𝑥)
ିଵ


ିଵ


ିଵ , 

𝑠. 𝑡.𝑎𝑦
ିଵ = 0,       0 ≤ 𝑎 ≤ 𝑐,      𝑖 = 1,2, . . . ,𝑛. (14)

𝐾(𝑥 ⋅ 𝑥) = 𝜑(𝑥)𝜑(𝑥) is called the kernel function and 𝜑(𝑥) is the basis function. Then the 
final decision function is obtained as: 

𝑓(𝑥) = 𝑠𝑔𝑛 ൭𝛼𝑦𝐾(𝑥 , 𝑥) + 𝑏
ୀଵ ൱.  (15)

The problem of finding the optimal classification surface is solved by introducing the kernel 
functions. 

There are various types of kernel functions [19], and the commonly used kernel functions 
include linear kernel functions, polynomial kernel functions, radial basis kernel functions, and 
Sigmoid kernel functions. Different choices of kernel functions will have an impact on the 
prediction results, and the specific formulas for each type of kernel function are shown below. 

Linear kernel functions: 𝐾(𝑥, 𝑥) = 𝑥்𝑥 . (16)

Polynomial kernel functions: 𝐾(𝑥, 𝑥) = (𝑔𝑥்𝑥 + 𝑟)ௗ . (17)

Radial basis kernel functions: 

𝐾(𝑥, 𝑥) = expቆ−‖𝑥 − 𝑥‖ଶ2𝜎ଶ ቇ .  (18)

Sigmoid kernel function: 
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𝐾(𝑥, 𝑥) = tanh(𝑔𝑥்𝑥 + 𝑟). (19)

4.2. Kernel function solution for support vector regression models 

Support vector machine regression is first performed on the 1974 data sets in the test set based 
on the 20 influencing factors selected in the previous. Then the Linear kernel function, radial basis 
kernel function, Sigmoid kernel function and polynomial kernel function are cross-validated to 
compare the advantages and disadvantages of the prediction results of support vector machines 
built by various kernel functions. In the process of building support vector regression models for 
each kernel function, a grid search method is used for parameter iteration to obtain the parameters 
that make the prediction results most accurate. The effect of support vector regression tuning for 
each type of kernel function is represented in the following Fig. 6. 

 
a) Kernel function parameters and R2 diagram 

 
b) kernel function parameters and R2 diagram 

 
c) Sigmoid kernel function parameters  

and R2 diagram 

 
d) Polynomial kernel function parameters  

and R2 diagram 
Fig. 6. Example of figure consisting of multiple charts 

The trend of the support vector machine regression prediction results under each type of kernel 
function changing with the values of the parameters Gamma and can be seen from the four sets of 
images. By comparison, it is obvious that in the support vector machine model using polynomial 
kernel function 𝑅² rapidly decreases to below –200 with the change of parameter c value; when 
using Sigmoid kernel function with the change of parameter Gamma value 𝑅² rapidly decreases 
to below –700; when using Linear kernel function with the change of parameter Gamma value 
and c value 𝑅² is between 0.49 and 0.55. As 𝑅² is generally above 0.65 with the change of the 
parameter gamma and c values, The support vector machine model with radial basis kernel 
function has the best prediction fit. After the parameter tuning of the above four kernel functions, 
the parameter gamma and c values of each function in its optimal case and their corresponding 
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prediction correlation coefficients are shown in the following Table 2. 

Table 2. Kernel function parameters and fitting degree 
Kernel functions Gamma 𝑐 𝑅ଶ 

Linear 0.0100 3.0100 0.6467 
Radial basis 8.9099 2.5100 0.9316 

Sigmoid 0.0100 14.5100 0.6347 
Polynomial 1.0000 0.0100 0.5379 

The configuration of the equipment used in this experiment is: CPU is intel Core i5-6300HQ 
@ 2.30GHz; Memory is 12GB; GPU is NVIDIA GeForce RTX960M; Operating system is 
Windows 10 Professional Edition and Python version is 3.7.9. For different kernel functions, the 
grid search method [20] takes different time to find the optimal parameters, and the training time 
for each kernel function is shown in the following table. 

Table 3. Training schedules for different kernel functions or models 
Kernel functions Training time (hours) 

Linear 2.17 
radial basis 0.72 

Sigmoid 1.29 
Polynomial 1.77 

After finding the best parameters of the support vector regression model under the four kernel 
functions, 𝑅² is used as the evaluation index of the prediction results, and its value ranges from 
[0,1]. the closer 𝑅² is to 1, the better the performance of the model is indicated. By comparison, it 
is found that the support vector regression model with radial basis function as kernel function has 
the best fit at a Gamma value of 8.9099 and a c value of 2.5100. The radial basis SVR model after 
determining the above tuning parameters is trained on the training set data, and the fitting results 
are obtained as shown below. 

a) 
a) Training set fitting effect diagram 

 
b) Test set fitting effect diagram 

Fig. 7. Example of figure consisting of multiple charts 

The support vector regression model based on the radial basis kernel function has good results 
in both the training and test sets. The fitting degree 𝑅ଶ of the model in the training set is 0.9316, 
and the mean variance is 0.3732; the fitting degree 𝑅ଶ of the model reached 0.7047 In the test set, 
and the mean variance is 0.6215. The fitting effect obtained by using RBF kernel function is far 
better than the other three kernel functions. At the same time, the training time of the support 
vector regression model using the radial basis function as the kernel function is also the fastest, 
with an average of only 0.72h. In addition, compared with references [8] and [9] mentioned in the 
introduction, the 𝑅² of the support vector regression model based on the Radial basis function 
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kernel function is 0.23 higher than the multiple linear regression model mentioned in reference 
[8], and 0.17 higher than the Random forest model mentioned in reference [9]. It can be seen that 
the support vector regression model based on radial basis function kernel has good fitting accuracy 
and robustness, and has significant advantages in running time compared to other kernel functions. 
It can provide a reliable solution for further application to other drug screening. 

5. Conclusions 

In the experiment, a new idea is proposed, that is, the original mapping from the compound to 
the degree of biological activity is disassembled. The machine learning method is used to establish 
a new mapping relationship from the molecular structure of the compound to the degree of 
biological activity, screen out the molecular structure that has the greatest impact on biological 
activity, and then use the molecular structure as an intermediate bridge to reconnect the impact of 
the compound on biological activity. 

In the process, a random forest regression model with high generalization ability and accuracy 
is selected to screen out the top 20 molecular structures from a total of 729 according to the 
importance of their effects on biological activity. The weight of the top 20 molecular structures’ 
influence on biological activity is 98.84 % in total, while the other 709 structures only account for 
1.16 % in total. Basically, it can be concluded that only the top 20 molecular structures screened 
have an effect on biological activity. Then the support vector regression models under four kernel 
functions are compared in terms of effect and training time, and finally the support vector 
regression model with radial basis function as the kernel function is selected. Finally, the 
prediction model from compound to biological activity value is established. The model can realize 
the fitting of high-dimensional data by relying on a small number of data samples, and has better 
accuracy and shorter training time than using other functions as kernel functions. 

Through the random forest and support vector regression model, the molecular structure 
descriptors of the compound is taken as the direct influencing factors, and the effect of small 
molecules on the target biological activity value can be used to predict the target biological activity 
value under the action of compounds. Since few anticancer drugs are currently used in the clinical 
phase and their effects are not particularly significant, a machine learning-based approach is 
proposed to screen compounds with high biological activity from a large number of compounds. 
It can not only provide theoretical support for future clinical experiments, but also reduce the 
scope of experiments in drug experiments and save a lot of time and cost, which is of great 
significance. 
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